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Foreword

Congratulations! To ourselves of course... Congratulations to the organizers of the program for
creating incredible opportunities for young aspiring scientists. Congratulations to the summer
students for becoming these aspiring scientists by working tirelessly on their projects (mostly).
And congratulations to the book editors to working on this thing until 3 am (as every year).
These aspiring scientists of this years program have filled it with strong interaction forces. Strong
interactions, friendships and community. Just like the strong nuclear interactions, this force of
our community was by no means repelling, instead, it was strongly coupling all of us to create
memories which will last beyond the big crunch (I am sorry if this theory is no longer valid by
the time you are reading this report).
In a way, our Summer Student program has been unique. We have reached heights by the number
of times we have been to the beergarden (and by climbing fences). We have invented the country
“Jermany“. Beaten the mafia multiple times (reference to the card game). And made the GSI into
a cinema to watch House of Dragons (hint for the next summer students: use either conference
rooms or the KBW lecture hall, this is just an amazing experience!).
Finally, we would like to thank our most patient and endurant tutors for dealing with the amount
of challenges that one summer student can create (probably not even Grahams Number fits to
describe the amount!). We thank them not only for teaching us, but for giving us lifelong skills
in critical thinking, skills so useful, they will help us wherever we might end up at the end of the
day...
Shall this collection of reports be dedicated to the people that made this unique opportunity
possible. Thank you.

Organization Brought to a New Level

Not only was the organizational team of the GSI Summer Student Program a new one but also
the competitions they faced. With in total three participants either coming or getting physically
injured Ralf, Gaby, Arnauld, Jörn and all their helpers had their hands full. And the way they
managed to support us is unrivaled. Who else would organize wheelchairs, do dozens of phone
calls with parents and hospitals and have the infringed students and their parents stay in the guest
house on campus.
For all these and many more things you did to support us, we’d like to express our immense
gratitude.
THANK YOU!
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Transverse coupled-bunch instability with empty
buckets in SIS100

Thiti Aungcharoen
Prince of Songkla University, kajung1255@gmail.com

This report presents the study of the transverse coupled-bunch instability, driven by the
resistive wall impedance, in SIS100 using the PyHEADTAIL simulation framework.
The effect of betatron tune, chromaticity, and the number of bunches in the buckets
on the coupled-bunch growth rate are studied.

1 Introduction

In the synchrotron simulations, we treat the
particle beam as a bunch of macro-particles
that move around the accelerator pipe. As the
bunches travel along the circumference, the par-
ticles in the head of the bunch train can generate
forces that will exert on the following particles
in the tail end of the bunch train resulting in the
oscillation of each bunch. In this study, we focus
on oscillation in the transverse direction by con-
sidering the structure of the transverse position
of each bunch in SIS100. As the turn number
increases, without some appropriate mitigation,
the oscillation amplitude can grow indefinitely,
leading to a loss of beam quality and, ultimately,
a loss of particles from the beam [1]. So, this
project aims to minimize the growth rate of the
coupled-bunch instability by varying betatron
tune, chromaticity, and the number of bunches
in the buckets. In addition, we also show bunche
structure in the case of empty buckets in SIS100.

The rest of this report is organized as fol-
lows: transverse coupled-bunch instability and
PyHEDTAIL description are described in sec-
tions 2 and 3, respectively. The simulation re-
sults are shown in section 4. Finally, this report
is concluded with a discussion in section 5.

2 Transverse coupled-bunch
instability

Consider the particle accelerator containing
equally spaced bunches. As a beam travels along
the accelerator pipe, transverse coupled-bunch

instability occurs when particles in the former
bunches interact with the machine’s structure
through the self-generated electromagnetic field
in such a way as to produce wake fields that can
interact back with particles in the later bunches.
Note that the total wake field is the sum of the
fields generated by all bunches over all previous
turns. As a result, each bunch will oscillate with
an exponentially growing amplitude which can
limit the efficiency of the accelerator.

In the absence of wake fields, each bunch per-
forms collective betatron motion with frequency
ωβ , which means a centroid of each bunch oscil-
lates with the same betatron frequency. In the
presence of wake fields, each bunch oscillates
with frequency Ωµ and then performs a sinu-
soidal structure with an exponentially growing
amplitude. The pattern of the sinusoidal struc-
ture depends on the mode number which is in
the range 0 ≤ µ < nb where nb is the number
of bunches. The betatron frequency, Ωµ, is ob-
tained by the following equation:

Ωµ − ωβ = −i q
2nbNbω0c

8π2E0νx
·

∞∑
p=−∞

Z⊥
1 (ωβ + (µ− nbp)ω0), (1)

where q is the elementary charge, Nb is the num-
ber of real particles in each bunch, ω0 = 2π c

C0

is the revolution (angular) frequency, c is light
speed, C0 is the ring circumference, E0 is ref-
erence energy, νx =

ωβ

ω0
is the betatron tune,

and Z⊥
1 is the impedance of the wake field. The

real part of Ωµ gives the betatron oscillation fre-

2



Transverse coupled-bunch instability with empty buckets in SIS100 3

quency in the presence of wake fields, and the
imaginary part of Ωµ gives the growth or damp-
ing rate of the mode amplitude depending on
whether it is positive or negative, respectively.

In the particular case of transverse coupled-
bunch instability, driven by the resistive-wall
wake fields which occur when the accelerator
pipe has a finite resistivity, the growth rate of
the fastest-growing mode can be obtained by the
equation:

γ = ImΩµ =
nbNbr0c

4π2γ0νxb3
·√(

4π

Z0c

)
cC0

σ

1√
1− frac(νx)

, (2)

where r0 is the classical radius of the particles
in the beam, γ0 is the relativistic factor, b is the
beam pipe radius, Z0 is the impedance of the
free space, σ is the conductivity of the accel-
erator pipe, and frac(νx) is the fractional part
of the betatron tune. Note that the betatron
tune depends on the momentum. Changing in
the momentum can lead to a change in beta-
tron tune which implies that the growth rate is
also changed. The change in betatron tune due
to momentum is called chromaticity (ξ) and is
defined by

△ν = ξ
△p
p0
, (3)

where △p/p0 is the momentum deviation rela-
tive to the ideal momentum. In other words,
chromaticity values can determine whether the
motion of the particle beam is stable or unsta-
ble. [2]

From Eq.(2) we can see that the growth rate
of transverse coupled-bunch instability depends
on many parameters such as betatron tune,
chromaticity, and the number of bunches. So
in this study, we try to decrease the growth rate
by varying those parameters and then observe
the change in bunch structure.

3 PyHEADTAIL description

PyHEADTAIL is a macro-particle tracking code
written in Python, C, and NVIDIA’s CUDA for
simulating beam dynamics in particle accelera-
tors with collective effects. The tracking rou-
tines consist of betatron and synchrotron track-
ing [3]. In this study, we use PyHEADTAIL to
track the transverse position of the bunches that
are generated by the generator module, which is

implemented in the PyHEADTAIL library. Cre-
ating wake fields in the transverse direction can
be done by using the ResistiveWall object as a
wake source by setting Yokoya_X1 = 1 as an
input parameter which means it will construct
a wake kick in the x-direction.

4 Results

The effect of betatron tune, chromaticity, and
the number of bunches on the growth rate
of coupled-bunch instability for SIS100 [4] are
studied. Technically we select the number of
macro-particle in each bunch equal to 10,000 to
get acceptable results and not spend too long
simulation time.

4.1 The effect of betatron tune

The result of the dependence of coupled-bunch
instability growth rate (γ/γ∗) on betatron tune
(Qx) is shown in Fig.1 for the case fulfilled 10
buckets.
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Fig. 1: Normalized growth rate as a function of be-
tatron tune from simulation results (red)
and analytical solution (black)

It can be seen that the difference in growth
rate between simulation results and analyti-
cal solutions becomes larger at betatron tune
greater than 0.48 because at the low level of
betatron tune, bunch structure is solely mode
number 1 but at the high level (> 0.48) there
is a combination of mode number 0 and 1 so,
the growth rate is also the combination of these
modes. Note that the analytical solution is ob-
tained by Eq.2 and it is a solution for mode num-
ber 1.
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4.2 The effect of chromaticity

The results of the dependence of the growth rate
(γ) on the chromaticity (ξ) are shown in Figs.2
and 3. Each color of a dot-line in each picture
indicates simulation results from the different
number of fulfilled buckets. Fig.2 shows the re-
sult of varying chromaticity for mode number 1
and Fig.3 for mode number 0.
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Fig. 2: Dependence of growth rate on chromaticity
for mode number 1 with νx = 0.24
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Fig. 3: Dependence of growth rate on chromaticity
for mode number 0 with νx = 0.78

From Figs.2 and 3. It was found that the
growth rate has weakly dependent on the chro-
maticity and also found that varying the chro-
maticity cannot change the mode number.

4.3 The effect of the empty buckets

The result of the dependence of the growth rate
on the number of bunches in 10 buckets is shown
in Fig.4

From Fig.4 we see that the growth rate de-
creases as the number of bunches in 10 buckets
decrease. Until there are only 2 bunches in 10
buckets, the growth rate become 0 which means
there is no occurrence of coupled-bunch insta-
bility because the number of bunches is too low.

Fig.5 illustrates the simulation result of filling
8 bunches into 10 buckets. The y-axis indicates
the energy offset and the x-axis indicates the
longitudinal position.
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Fig. 4: Dependence of growth rate on the number of
bunches in 10 buckets

Figs.6 and 7 show bunches structure in the
case of filling 10 buckets with 8 bunches with
betatron tune equal to 0.24 and 0.78, respec-
tively, after tracking for 10,000 turns.

It can be seen that the bunch structure in
Figs.6 and 7 is mode number 1 and 0, respec-
tively. Note that, in this work, it is still not
clear that the bunch structure with νx = 0.24
is whether mode number 1 or 9 because these
modes have the same sinusoidal structure. In
addition, it was also found that bunch structure
still occupies these modes number as the num-
ber of bunches in 10 buckets decreases for both
betatron tunes.

5 Conclusions and Discussions

In this report, we show the dependence of the
coupled-bunch instability growth rate on be-
tatron tune, chromaticity, and the number of
bunches in 10 buckets. We found that at the
low level of betatron tune, bunch structure is
mode number 1 but at the high value of beta-
tron tune, it is the combination of mode num-
ber 0 and 1. We also found that the growth rate
weakly depends on the chromaticity, varying the
chromaticity cannot change the mode number of
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Fig. 5: Filling 10 buckets with 8 bunches. The separatrix indicates the boundary of the buckets. All macro-
particles are filled in these buckets.
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Fig. 6: Brunch structure for the case 10 buckets
with 8 bunches with νx = 0.24

the bunch structure. Moreover, we found that
the growth rate decreased as the number of the
bunches in 10 buckets decreased, varying the
number of the bunches also cannot change the
mode number. In work at ξx = 0.24, it is still
not clear whether the mode number is 1 or 9,
further study should be done for classifying the
mode number.
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Energy loss of hydrogen-like gold (Au78+) ions
colliding with a helium target at CRYRING@ESR

Andreas Biniskos
University of Ioannina, anbiniskos@gmail.com

In this work the calculated energy loss using the Bethe-Bloch formula of a stored
hydrogen-like gold (Au78+) ion beam at energies of 4.8MeV/u and 10.1MeV/u is
compared to experimental measurements. The energy loss of the ion beam was mea-
sured at different helium target area densities. The experiments were performed at
CRYRING@ESR in GSI, where the new internal target station has been commis-
sioned. A Schottky detector was used to obtain the energy loss data. Our results seem
to be in fairly good agreement with the theory, especially if compared with respect to
similar measurements that took place at the Experimental Storage Ring (ESR) [1].

1 Introduction

In the course of the last decades storage rings
have been the focus of interest in the explo-
ration of heavy charged particles. Stored and
cooled beams of highly-charged ions unlocked
fascinating research origins. The CRYRING is
a storage ring, at which groundbreaking work
was performed for several decades beginning in
the late 1980’s, in Stockholm. The optimal ion
energy operation of the CRYRING ranges from
14MeV/u down to 300keV/u. Since the early
1990’s the ESR is located in GSI for the investi-
gation of the heaviest ions in the highest charge-
states. The ESR can provide ions with a big va-
riety of charge states (up to bare Uranium) and
energies ranging from 4MeV/u to 500MeV/u.
CRYRING@ESR currently is located in GSI
and in combination with the ESR and cyclotron
SIS18 represents a unique machine, which is ex-
pected to provide hitherto unprecedented exper-
imental opportunities. CRYRING@ESR is the
only experimental apparatus in the world that
will be able to provide ion beams with such a
big bandwidth of energies and charge states at
low energies [2].

CRYRING@ESR will provide opportunities
for novel experiments in the fields of atomic
physics, nuclear astrophysics, material sciences
etc. In many cases the experiments require the
use of an internal gas target for the investiga-
tion of collision processes. Molecular beam tech-
niques are utilized for the production of internal

Fig. 1: The new storage ring topology at GSI with
CRYRING@ESR inside the former Cave B
in the Target Hall of GSI.

target beams. They offer the ability of unique
studies of cooled ion beams colliding with mat-
ter under single collision conditions. A novel
internal target station design is used at the
CRYRING@ESR. Scientists performing experi-
ments at the internal target of CRYRING@ESR
need to know a precise value for the internal
target area density. Usually, the increase in the
dump chamber of the internal target station is
used for calculating the target area density. The
area density can also be obtained by measur-
ing the energy loss of the ion beam interacting
with the target by means of a Schottky detec-
tor and comparing it to theoretical predictions
of the Bethe-Bloch formula. In the course of the
commissioning process of the new internal tar-
get station, both methods are utilized in order
to assess their validity.

7
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2 Experimental Procedure and the
Internal Gas Target Set-Up

2.1 Experimental Procedure
In order to start the measurements the target
had to be prepared accordingly. In the begin-
ning the target source was set to the desired
area density. After the ion beam had been in-
jected the internal Schottky detector device [4]
of the CRYRING@ESR initiated the measure-
ment of the revolution frequency spectra. With
the deactivation of the electron cooler the Schot-
tky detector recorded a decline of the average
ion beam frequency due to the energy loss (see
Fig. 2). The Schottky detector kept recording
for some seconds before the remaining ions were
removed. The same procedure was repeated for
multiple times in order to improve the statistics.
Also, during the experimental procedure back-
ground measurements were obtained. In order
to do that the valve of the interaction chamber
was closed and the electron cooler was switched
on.

Fig. 2: Typical Schottky frequency spectrum
recorded during the energy loss measure-
ment of a Au78+ beam at 10.1MeV/u.

2.2 Internal Gas Target Set-Up
The most important components of the target
station are the cryostat and the nozzle. At the
CRYRING@ESR internal target a pinhole ori-
fice nozzle with a diameter of 5µm was used. A
closed-cycle cryostat (see Fig. 4) with a nom-
inal cooling power of 1.5W@4.2K was used to
reduce the temperature of the nozzle down to
7K for the measurements. The helium backing
pressure at the nozzle was set to values between
18 and 42 bars.

At cryogenic temperatures, the pinhole orifice
nozzle was capable of producing target beams

Fig. 3: Target area density as a function of the he-
lium backing pressure. The nozzle tempera-
ture was set to T0 = 7K.

with area densities of up to 5.3× 1011cm−2 (see
Fig. 3).

Fig. 4: 3D CAD of the CRYRING gas jet target. a)
Cryostat cold head. b) New inlet chamber.
c) CRYJET dump chamber.

The inlet chamber is composed of four differ-
ential pumping stages (see Fig. 5). The turbo-
molecular pumps are mounted headfirst on the
lateral wings visible. This configuration reduces
the distance between the skimmer and the in-
teraction point to 41cm [3]. The separation of
the four differential stages is achieved with the
use of circular metal plates. At the center of
each plate a skimmer is placed (see Fig. 5). The
aperture sizes of the skimmers are 0.2, 0.3, 0.8
and 1.0mm at the first, second, third and fourth
stage, respectively. The aperture of the first two
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skimmers is important due to the fact that they
determine the interaction length ∆x of the tar-
get.

Fig. 5: 3D CAD of the CRYRING@ESR gas jet
target in which the 4 differential pumping
stages are shown.

Only the pressure in the last differential
pumping stage is important in order to ensure
good vacuum conditions in the ring. Without
differential pumping, the vacuum condition in
the nozzle chamber would negatively affect the
vacuum in the ring and target operation would
not be possible. Differential pumping is there-
fore crucial for an internal target station.

3 Results and Discussion

In Fig. 2 a typical Schottky frequency spectrum
recorded during the energy loss measurement is
shown. The precise number of averaged spectra
depends on the initially chosen recording time
during the measurement. The mean value of the
frequency distribution was determined for every
spectrum and plotted as a function of time as
shown in Fig. 6.

Fig. 6: Time evolution of the mean revolution fre-
quency obtained from the Schottky spectra.

In Fig. 6 we can see a linear decline of the

mean revolution frequency, which can be repre-
sented by:

f(t) = f0 − f ′t, (1)

where f ′ is the frequency shift rate and f0 the
initial revolution frequency of the cooled ion
beam. The energy loss of the ion beam per cycle
is related to the frequency shift by Eq. 2

∆E =

(
1 + γ0
γ0

)
1

η

E0

f0
2 f

′, (2)

where E0 is the initial energy of the cooled ion
beam and η = γ0

−2−γtr−2 is the frequency slip
factor and depends on the Lorentz factor γ0 of
the ion beam and the transition energy γtr. The
transition energy for the CRYRING@ESR was
measured and has a value of γtr = 2.42 [2]. Two
reasons for a non-linear decline of the revolu-
tion frequency are the emittance growth and the
non-zero dispersion at the target section, which
induces a horizontal ion beam displacement.

We can also calculate the expected energy loss
using the Bethe-Bloch formula:

−dE
dx

=
Z2e4

4πϵ02me

ne

β0
2c2

{
ln

[
2mec

2β0
2

I(1− β0
2)

]
−β02

}
,

(3)
where me is the electron mass, e is the ele-
mentary charge, ϵ0 is the vacuum permittivity,
ne is the electron number density in the target
(ne = 2n for He), Z is the ion charge number
and I is the mean ionization potential of the tar-
get atoms. The results for the beam energy loss
of the gold ion beam are shown in Fig. 7.

As expected, the energy loss is higher for the
ion beams with lower energies. We can also see
that there is a good agreement between the ex-
perimental values and the theory, even if a dis-
crepancy by a factor of around 2 is observed.
Measurements performed at the ESR showed a
similar discrepancy, which could be explained
if certain effects were taken into account [1].
One effect is the pressure increase in the inter-
action chamber, which can be increased by up
to two orders of magnitude during target oper-
ation. Another effect is the incomplete overlap
between the target beam and the ion beam due
to the fact that the ion beam size does not match
the target width at the interaction point. The
difference between the two becomes even larger
after the electron cooler is switched off, which
leads to an almost immediate emittance growth
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Fig. 7: Measured ion energy losses as a function
of the measured target area density for
hydrogen-like gold Au78+ at energies of
10.1MeV (top) and 4.8MeV (bottom).

of the ion beam. Those effects were not ad-
dressed in the analysis and results of the present
work.

4 Conclusions

In the present work we measured the energy loss
of hydrogen like gold beams with energies of
4.8MeV/u and 10.1MeV/u for various He tar-
get area densities. We also compared our data
with the theoretical values that were obtained
from the Bethe-Bloch formula. The final results
show a fairly good agreement between the ex-
perimental and the theoretical values, consider-
ing previous measurements that showed a sim-
ilar discrepancy, which is attributed to certain
effects.

Acknowledgments

I would like to thank my tutor Dr. Nikolaos
Petridis for the trust he has shown me and the
support he has given me, and without his guid-
ance the completion of this work would be im-
possible.

References

[1] N.Petridis, "The Internal Multiphase Tar-
get for Storage Ring Experiments", PhD
Thesis (2014).

[2] M.Lestinsky, "Physics book:
CRYRING@ESR", The European Physical
Journal Special Topics (2016).

[3] N.Petridis, Prototype internal target de-
sign for storage ring experiments, Phys.
Scr. T166, 014051 (2015).

[4] F. Caspers, Schottky signals for longitu-
dinal and transverse bunched-beam diag-
nostics, CAS - CERN Accelerator School:
Beam Diagnostics, (2009).



ZnO-based radiation-hard fast scintillators
investigation

Darko Brunet
University of Novi Sad, brunet.darko@gmail.com

This paper discusses the application of different ZnO-based ceramics as radiation-hard
scintillation detectors for heavy-ion beam diagnostics. The paper describes the data
analysis process of obtaining ionoluminescence spectra of different ZnO-based ceramics
irradiated with high-energy heavy ions for their mutual comparison.

1 Introduction

Scintillators are materials that exhibit lumines-
cence properties when they are excited by ioniz-
ing radiation. When struck by a particle, these
materials absorb their energy and re-emit it in
the form of light. If they are coupled with an
electric light sensor such as a photomultiplier
tube (PMT), photodiode, or a silicon photomul-
tiplier, these materials can be used as scintilla-
tion detectors in nuclear and accelerator physics,
beam diagnostics as well as High Energy Physics
(HEP) [1]. At the GSI accelerator facility,
where heavy-ion beams from proton up to ura-
nium are accelerated and extracted from SIS-18
synchrotron at energies above 150 MeV per nu-
cleon, scintillation detectors are used as a part
of particle detector combination (along with sec-
ondary electron monitors and ionization cham-
bers) [2]. Scintillation detectors are used as an
invasive tool to measure beam intensities pro-
vided by SIS-18. Therefore, the detector’s active
area is directly subjected to a heavy-ion impact.
Each particle that passes through the detector’s
active area creates a light pulse which is then de-
tected using a photomultiplier tube, where each
particle corresponds to a separate PMT signal
which is analyzed. Future HEP and accelerator
physics experiments at the energy and intensity
frontiers require faster scintillators with excel-
lent radiation hardness. Radiation hardness be-
comes especially critical when irradiation with
heavy ions takes place. At GSI, for absolute
beam intensity and micro-spill structure mea-
surements, a BC400 plastic scintillator is used.
Due to the low radiation hardness of this ma-
terial, alternative inorganic scintillators such as

pure ZnO, ZnO(Ga) and ZnO(In) are currently
being investigated. ZnO exhibits two emission
bands, a narrow band located near the absorp-
tion edge of the crystal (NBE, Near Band Edge
emission), which is characterized by an ultra-
fast luminescence with a decay time below one
nanosecond. This short-wavelength band is of
an exciton nature. The second band is rather
broad and comes from native defects present in
the material (frequently referred to as DL band,
deep-level emission band). Its maximum inten-
sity is around the green light spectral region,
and its decay time is in order of milliseconds.
For the purpose of suppressing the DL emission
band and better utilization of the fast NBE, pre-
vious studies have shown that pure ZnO can
be doped with Ga or In [3–7]. Due to a lack
of the ZnO-based scintillators’ performance at
high-energy heavy-ion irradiation, a comprehen-
sive investigation of these materials is required.

2 Experimental setup

Beams of 40Ar, 209Bi, and 238U with energies
ranging from 250 MeV/u up to 500 MeV/u were
used for measurements. The beam extracted
from the SIS-18 synchrotron passed through a
set of detectors in a vacuum chamber: SEM
(Secondary Electron Monitor) and IC (Ioniza-
tion Chamber), which were used for beam tun-
ing (see Figure 1). The beam exits the vacuum
chamber through a stainless steel window and
further travels towards the experimental setup
placed in air. The beam on its way to the tar-
get passes through a collimator, which is used
for beam shaping, and then enters a second IC
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Fig. 1: Schematic view of the experimental setup used for in-situ ionoluminescence spectra characterization

mounted inside the experimental setup. This
IC was used for determining the number of ions
per spill during ionoluminescence spectra acqui-
sition. After the IC, the beam hits samples
placed on the front and back sides of a tar-
get holder. In this project, we investigated: (i)
indium- and gallium-doped zinc oxide transpar-
ent ceramics produced by uni-axial hot press-
ing in vacuum; (ii) indium- and gallium-doped
zinc oxide ceramics (samples (i)) subjected to
a thermal treatment in H2/Ar atmosphere (fur-
ther in the text referred as "thermal"); (iii) pure
ZnO single crystal; (iv) BC400 plastic scintilla-
tor. Samples (i) and (ii) were produced by the
Joint Stock Company “Research and Produc-
tion Corporation S.I. Vavilova” (Russia). Sam-
ples (iii) and (iv) were purchased from Crys-
tal GmbH (Germany) and Saint-Gobain Crys-
tals (USA), respectively. Samples that were
used in this work had different sizes and shapes.
ZnO-based and BC400 plastic reference sam-
ples had thicknesses of 0.5 and 1 respectively.
Due to the high energies used within the stud-
ies, ion beams could go through the entire sam-
ple thickness and homogeneously deposit the
energy inside samples. Scintillation produced
with irradiation of the sample was recorded with
two different spectrometers facing the front and
back sample. The spectrometers consist of a
HORIBA CP140-202 spectrograph with a dig-
ital camera attached to it. In this project,
PCO.1600 and PCO SensiCamQE cameras were
used for reading spectra images from HORIBA
spectrograph output for front and back samples,
respectively. The PCO camera images provided
an output that is the integral function of inten-

sity over different wavelengths. Energy losses of
heavy ions in the investigated samples were cal-
culated using ATIMA, a program developed at
GSI for calculating various physical quantities
characterizing the slowing down of protons and
heavy ions in a matter for energies ranging from
1 keV/u to 450GeV/u, such as stopping power,
energy loss, range, mean projectile range etc.
The calculated energy loss values are shown in
Table 1.

Tab. 1: Energy losses of various ion beams in ZnO
when irradiating front and back of the sam-
ples

Sample location Ion species Energy [MeV/u] Energy loss
[

MeV
mg/cm2

]
40Ar 250 0.95

Front 209Bi 300 19.58
238U 300 24.01
40Ar 250 0.97

Back 209Bi 300 20.43
238U 300 25.14

3 Data analysis

3.1 Reading the spectrum
For the acquisition of raw ionoluminescence
spectra PCO.1600, and PCOSensiCam QE
camera were connected to HORIBA CP 140-202
spectrograph. Both cameras have a CCD
(Charged Couple Device) chip, which is used
as a light-sensitive circuit that converts pho-
tons to electrons. A CCD sensor breaks the im-
age elements into pixels that are then converted
into an electrical charge whose intensity is re-
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lated to the intensity of light captured by that
pixel. An example of the image recorded with
PCO SensiCam QE camera is presented in Fig-
ure 2. X-coordinates of the camera image cor-
respond to different wavelengths, and a median
projection in a horizontal plane of the camera
image is acquired to extract a light spectrum
line.

Fig. 2: An example of the image recorded with
PCOSensiCamQE attached to HORIBA
CP 140-202 spectrograph.

3.2 Spectra normalization

Each spill extracted from SIS-18 has a different
number of ions per spill, which is why spectra
normalization needs to be applied. An ioniza-
tion chamber is placed in front of the sample in
order to get a measurement of the number of
ions per spill. The number of counts in the raw
spectrum depends on the number of ions that
hit the sample during acquisition. Therefore
we perform normalization by beam intensity to
have average information on spectral counts per
unit of beam intensity.

3.3 Spectra calibration

In order to correlate camera pixel x-coordinates
with wavelength, the application of wavelength
calibration is required. Calibration is performed
by reading camera pixel x-coordinates of peaks
recorded from Ocean Optics HG-2 calibration
light source, which is used as a reference spec-
trum. The samples used in the experiment
were sometimes placed on different target hold-
ers. This difference in target holder place-
ment impacts the spectra’ comparison, meaning
that a specific scaling factor should be applied.

Fig. 3: Correlation of raw spectra area to IC inten-
sity counts in ZnO(Ga) sample irradiated
with 238U @300MeV/u

Measurements were performed for the reference
BC400 plastic scintillation detector on all three
target holders, and the scaling was calculated
relative to the first target holder. Quantum effi-
ciency correction was extracted and taken from
the user manual for PCO cameras. All spec-
tra were scaled relative to the BC400 spectrum
recorded with 238U at 300MeV/u for easier com-
parison.

4 Results

Figure 4 compares samples prepared by different
manufacturing methods. Doping ZnO with In
or Ga resulted in a major light intensity output
increase compared to pure ZnO. Results have
shown that ZnO(In) yields a slightly greater in-
tensity than samples doped with Ga. The sup-
pression of DL emission by In and Ga doping
has been observed in all of the doped samples. It
agrees with the results of previous studies (pho-
toluminescence and x-ray luminescence charac-
terization) [6, 8]. After applying thermal treat-
ment, the intensity of the spectra increased by
roughly 45%, while the broadness of the spec-
tra remained unchanged. The maximum in-
tensity of the spectra of samples doped with
In remained higher than the spectra for Ga,
thus leaving thermally treated ZnO(In) as the
best candidate for radiation-hard replacements
of plastic scintillators for beam diagnostics ap-
plication.

Recorded spectra of the same materials, when
irradiated with 40Ar and 238U, have shown that
the intensity of 238U spectra is approximately
an order of magnitude higher than spectra with



14 Brunet, Darko

Fig. 4: Ionoluminescence spectra of pure ZnO, as
well as ZnO(Ga) and Zn(In) before and af-
ter thermal treatment when irradiated with
238U @300 MeV/u

40Ar, while irradiation with 209Bi has resulted in
intensities that are roughly 90% of 238U spectra.
Figure 5 shows spectra maximum intensities as
a result of 40Ar and 238U irradiation. For all
the samples currently being investigated, it has
been recorded that as energy loss increases, the
maximum intensity of the spectrum changes in a
linear manner. Despite having the lowest max-
imum intensity of the spectrum, ZnO(Ga) has
been noted to have the highest increase in inten-
sity maxima with increased energy loss. Ther-
mally treated ZnO(In) exhibits the highest max-
imum intensity of any of the samples investi-
gated, while the minimal change of maxima has
been noted for initial ZnO(In).

Fig. 5: Maximum intensities of different materials
vs. deposited energy

Conclusion

In this work, experiments were conducted for
the purpose of measuring the intensity of the
light emission from scintillations of ZnO based
ceramics. The spectra were compared with
spectra of BC400 plastic scintillator, currently
in use at GSI. Results have indicated that ther-
mally treated ZnO(In) yields a greater light in-
tensity output than that of a BC400 spectrum,
while being a fast scintillator and possessing ra-
diation hardness. However, these measurements
were performed for samples that were previously
never irradiated with heavy-ion irradiation, thus
further studies should be conducted on these
samples after heavy-ion irradiation.
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In this project, a new particle detector has been implemented and brought to high
vacuum at CRYRING@ESR. The particle detection has been tested using a source for
α-particles. The setup is based on a YAP:Ce scintillator with photomultiplier readout.

1 Introduction

CRYRING@ESR is a low-energy storage ring at
the GSI-FAIR facility able to store, cool and de-
celerate heavy, highly charged ions at low en-
ergies. Ions can be injected into CRYRING
either from a small 300 keV/u RFQ accelera-
tor or from the GSI accelerator complex and
injected through ESR. These ions are used to
study atomic process and nuclear reaction and
the main installations for experiments presently
are the electron cooler for precision spectroscopy
and the gas-jet target for atomic collisions ex-
periments. [1,2] An overview of the arrangement
of CRYRING@ESR is shown in fig. 1.

Fig. 1: Overview of the arrangement of sections at
CRYRING@ESR.

At the gas-jet target station, a stream of
cold atoms or molecules are produced to study
atomic or nuclear collisions in the stored ions.
The low energy range where CRYRING is op-
erating is covering ideally a very interesting
domain where the projectile ion is slowly ap-
proaching a target atom and the electronic wave
functions have a long time to adjust to a two-

center combined system. Observing such atomic
collisions is of high interest in the strong fields
of highly charged ions. Similarly, the avail-
able beam energies in the ring are covering a
very important range for studying nuclear reac-
tions as they play a role in the nucleosynthesis
in astrophysical objects (the so-called “Gamow-
window”). Experiments provide a detailed un-
derstanding of the processes of how stars are
producing ions in different stages of their life-
time.

The circulating stored ions interact with the
target and can change their charge state through
ionization or through electron capture, or they
undergo a nuclear reaction through which the
number of nucleons is changed. The product of
these reactions are daughter ions with a changed
charge to mass ratio and possibly even changed
momentum and will be deflected off from the
parent ion beam in the next main dipole mag-
net of the ring. The product ions can be counted
using small, movable detectors which can be in-
stalled in a position which is specific for each
product ion. The detector count rate is used
to derive the cross section σ for the particular
reaction being studied in each experiment.

In this project, a previously existing detec-
tor setup at the gas-jet target has been modi-
fied and measurements using an α-source were
performed to characterize the new detector con-
figuration. The purpose of this measurement is
to identify an optimum working point and also
to obtain reference data for analyzing long-term
aging effects of the detector head through many
years of use.

The detector is identified by the GSI/FAIR
nomenclature name ‘YR09DD1AS’. The detec-
tor mount was installed to a position where it
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is sensitive to electron capture reactions at the
gas-jet target and for primary ion beams with
charge states 1 ≤ qi ≤ 20. The detection prin-
ciple is a scintillation detector with photomul-
tiplier readout. The detector head is a slightly
modified variant of a setup at a different section
of CRYRING (YR03DS1HA) and the modifica-
tions include a new light shielding and by in-
stalling a holder for a weak radioactive source
emitting α particles. The detector assembly is
designed to fulfill the strict ultra-high vacuum
conditions of CRYRING.

2 Detector and Setup

The detector is based on a scintillator setup.
It uses a YAP:Ce crystal (Yttrium-Aluminium-
Perovskit with very low Cerium doping) as scin-
tillating material. This scintillator consists of
a slab of 20 mm x 20 mm x 0.5 mm where
the product particles will impinge. The impact-
ing ions deposit its full kinetic energy into the
crystal, creating a large number of electron-hole
pairs. [3] The Cerium-doping acts as impurity
center, capturing the electrons and holes, and
emitting fluorescent photon in their capture. A
light-flash is emitted by the crystal, transmitted
from the vacuum side of the detector through a
light guide and window flange to the air side
where it is recorded with the photomultiplier
assembly (PMT), whose function is to convert
the incident photons into a measurable electri-
cal signal. The PMT assembly itself consist of
a PMT model Hamamatsu R8619 which is em-
bedded into a Mu-metal tube for shielding of
external magnetic fields. In front of the PMT
there is an optional bandpass filter (Edmund
Optics model Techspec 86-982) to block any-
thing but the light from the scintillator and a
short cylindrical plastic light guide to allow a
further recessed installation of the PMT into the
Mu-metal tube for improved magnetic shielding.

The process of conversion of the photons to an
electrical signal starts when the photons strike
the photocathode of the PMT and by the pho-
toelectric effect the electrons of the surface are
ejected. These photoelectrons are directed by
the focusing electrode toward the cascading ar-
ray of dynodes, where through secondary elec-
tron production, an ever increasing avalanche
of electrons is started. The electron cloud is
transported from one dynode to the next stage
by electrical fields which are optimized for high

Fig. 2: Schematic positions of planned or exist-
ing particle detectors for beam-like prod-
ucts produced in the gas-jet region YR09 of
CRYRING@ESR.

Fig. 3: Schematic of the scintillator detector.

yield in secondary electron production. Typi-
cally, for one incident photon, about ≈ 108 elec-
trons are produced, converting a small number
of photons into measurable quantities of electri-
cal current.

In order to carry out the test measurements,
the α particle source that has been used is 241-
Am. In its decay process, in addition to generat-
ing alpha decay, gamma rays are also obtained,
although in a much smaller proportion.

241-Am has two main decay channels through
α-decay. The α particles have nearly the same
kinetic energies of 5.486 MeV at 85% branching
ratio and 5.443 MeV for 13% of the time. The α
decay of 241-Am leads to an excited Neptunium
(237-Np) nucleus, which consecutively emits a
secondary γ quant. For the γ-rays, the predom-
inant energy is 59.5409 keV [4,5].

The source is a commercial product where the
α emitter has been applied to the surface of a
thin steel plate in an open design. The nominal
activity of the source is 5 kBq. The steel plate is
installed into the vacuum system of the detector
setup on a new source holder and the scintillator
crystal can be moved in front of the source with
≈ 45 mm the closest distance. Considering the
solid angle coverage of the scintillator crystal
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from the source, we expect a count rate of about
90/s on the detector.

3 Results

First, the raw photomultiplier output signal for
the detector in front of the α source is directly
measured by an oscilloscope. A characteristic
trace of the output signal is given in fig. 4. The
raw pulse straight has a height of ∼ 90mV when
the detector is in front of the α source and we
find a signal rise time (10− 90%) of about 5 ns
and 50 ns for the decay, which is characteristic
for YAP:Ce [6]. Since Am-241 emits nearly mo-
noenergetic α particles, only one characteristic
peak height is expected and the shown signal is
a good example of the detector performance.

Fig. 4: Signal shown in the osciloscope when an al-
pha particle reaches the detector

In the next step, a Multichannel Analyzer
(MCA) shall characterize the detector signal
quantitatively. The MCA analyzes the input
peaks for maximum peak height, converts the
peak height analog value into a digital number,
and counts the signals in a histogram. Each bin
of the histogram corresponds to a narrow range
of input voltages and after a certain amount of
time, the count rate in each bin contains the
number of occurrences of each input voltage in
the time period. Ideally, the histogram x-axis
scales linearly with particle impact energies.

The very fast detector signal needs to be
matched to the expected input characteristics of
the MCA. Therefore, a shaping amplifier (Ortec
671) stretches, inverts and amplifies the PMT
signal. The oscilloscope trace for one example
pulse (red line) is shown in fig. 5. In the follow-
ing, the results from MCA measurements are
discussed for different configurations.

Fig. 5: Signal received by the MCA. The shaded
curves represent the different signals that
have been collected in a given period of time.

It was observed that small changes in the
PMT configuration provided very different re-
sults, as can be seen in fig. 6. In the first sub-
panel, the filter and light guide were installed
and the results obtained are surprisingly poor,
as the found signal is very broad and impossi-
ble to confidently discriminate from the back-
ground. For the second subimage, the PMT
was installed without filter and without light
guide and a dramatic improvement of the spec-
trum was found, as now the alpha line is promi-
nently visible and easy to separate. In the third
subpanel, the filter remained removed from the
setup but the light guide was installed between
the vacuum window and the PMT with only
a slight visible degradation from the previous
case. The degrading effect of the filter on the
transmission of scintillation light is unexpected.
In consequence, the filter was left out from the
setup from all following measurements.

Fig. 6: Output received from the MCA.

To identify the ideal working point of the
Photomultiplier (PMT), detector spectra were
recorded with the MCA setup for different PMT
voltage settings. In total, a range of 850 to
1300 V bias voltage was measured where we
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analyzed the relative line width and the find-
ings are shown in fig. 7. We find systematically

Fig. 7: Top: Example spectra for PMT at 900 V and
1150 V respectively. Bottom: Relative line
width of the 5.4 MeV α radiation as function
of the Photomultiplier operating voltage.

for increasing PMT bias voltages, the lines are
shifting to higher MCA channels, while the line
width is nearly constant. From the curve in fig.
7 we find that voltage settings around 1150 V
produce a clearly distinguishable, narrow line
(FWHM ≈ 15%) which is well separated from
the low-energy background noise. This allows
for a confident setup of a discriminator thresh-
old in future particle counting experiments.

4 Conclusion and Outlook

The results of this project have been satisfac-
tory. It has been possible to improve on the
PMT assembly; without the filter, the expected
results are obtained. For the future, it might be
interesting to characterize this filter on a opti-
cal bench in order to understand its degrading
influence of the overall performance.

Thanks to the various tests carried out, it has
been possible to obtain reference data on the
detector’s performance. These data will allow us
to track the YAP:Ce crystal’s aging throughout
future beamtimes. Also, significantly optimized
conditions for its operation were identified and

the performance significantly improved.
Moreover, measurements were also taken with

exactly the same parameters but distinguishing
between the cases in which the cave light was
on and off, although no measurable differences
were obtained. The latter is a very positive fac-
tor since possibly when the whole ring is work-
ing, there could be some external light sources
that should not affect the detector performance.
It was found though, that internal light sources
(e.g. vacuum gauges or ion pumps) are strongly
affecting the detector’s performance. At the
present detector’s position, operation in experi-
ments with all such internal light sources turned
off is a possible remedy but an improved design
of the light shielding should be considered in the
future.
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This project concerns the use of the Monte Carlo track structure code TRAX and its
chemistry version TRAX-CHEM for the study of the evolution of radiation damage in
a water volume. After presenting the major features of these algorithms, simulation
results concerning the radicals and molecules produced by different beam qualities will
be discussed. Special emphasis will be placed on the effects of track interactions at the
chemical stage of radiation damage.

1 Introduction

The first step in the process of radiation dam-
age is the energy transfer of the primary parti-
cle and the secondary electrons to the surround-
ing medium, via ionization or excitation of the
target molecules. Damage to biologically rel-
evant compartments occurs either directly by
these processes or indirectly due to the forma-
tion of radicals which diffuse and react with the
biomolecules. The most sensitive target for sus-
tainable damage of tissues is the DNA within
the cell nucleus. Not only it contains all genomic
information, which is transmitted to daughter
cells during mitosis, but it is also the basis of
protein expression, fundamental for the entire
cell functionality.
Monte Carlo (MC) codes, thanks to their ca-
pability to reproduce the stochastic nature of
radiation interactions with a target material,
are appropriate tools to describe this fenom-
ena. The events featuring radiation damage cur-
rently simulated by MC algorithms can be di-
vided and studied in different stages, ranging
from 1 fs to 1 µs: physical(∼ fs), pre-chemical
(fs − ps) and chemical (up to the µs). Within
the physical stage, water molecules - major tar-
get of radiation - are ionized and excited, and at
the same time secondary electrons are produced.
On the other hand, the pre-chemical stage con-
sists in the formation of radiolityc species by
dissociation processes of ionized and excited wa-
ter molecules and in the thermalization and hy-
dration of the sub-excitation electrons. At this
point the new chemical species diffuse and re-

Fig. 1: Time scales of radiobiological events featur-
ing water radiolysis

act with themselves and with the solvent until
reaching an equilibrium (cf. Fig 1). TRAX [1] is
an example of a MC code developed at GSI, with
the intent of simulating the passage of electrons
and ions through different materials. Ionization,
excitation and elastic interactions caused by pri-
mary radiation and secondary electrons within
the target are described event by event, com-
puting all their positions and energy depositions
after each interaction. Recently [2] the code has
been extended to simulate the pre-chemical and
chemical stages (TRAX-CHEM). Moreover, a
new feature has been introduced, to allow for
the study of chemical species interaction gener-
ated by different tracks. In this way it is pos-
sible to study which are the effects of different
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beam qualities, energies (and LET, linear en-
ergy transfer), target oxygenation at a chemical
level, with the possibility of application to dif-
ferent scenarios. An example is FLASH (ultra
high dose rates), where multiple pulses are de-
livered in a very short time, making it necessary
to take into account possible intertrack interac-
tions.

2 Methods

The physical stage of radiation damage in liquid
water simulated with the TRAX code considers
cross sections for shell specific ionization and ex-
citation events. For water target the cross sec-
tion set includes five ionization shells and eight
excitation states [2]. Additionally, elastic inter-
action cross sections for electrons and the pro-
duction of Auger electrons are included as well,
in order to obtain a spatially realistic pattern
and subsequent distribution of chemical species
(electrons are always present either as primary

Fig. 2: Examples of simulated electron (top) and
carbon ion (bottom) tracks produced by the
TRAX code.

particles or as secondaries). The tracks of inci-
dent projectile are followed event by event un-
til reaching a cutoff value corresponding to the
lower electronic excitation energy of 7.4eV .
After the completion of the physical stage, the
spatial distribution of all the shell specific ion-
ization and excitation events are provided, as
well as the position of all the sub-excitation elec-
trons. Different radiation qualities, i.e. radia-
tion type and energy, vary in their energy de-
position patterns. A first simulation using the
classic TRAX code was carried on in order to
visualise these differences, in both the physical
and chemical stages. Three beam qualities were
studied: electrons at 500keV , protons 100MeV
and carbon ions 40MeV/u. These are originated
from a point-like source and directed towards
a water volume (cylinder with 5µm radius and
1µm depth). The simulations followed the pro-
cess up to the end of the chemical stage.
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Fig. 3: G-value curves induced by electron (top) and
carbon ion (bottom) tracks.

The differences in LET are strikingly visible
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in Figure 2 (here only the extreme cases fea-
turing electrons at low LET and carbon ions at
high LET are presented). From one side, the
carbon beam is characterised by a high ioniza-
tion density around its track, with also few delta
electrons which deposit energy far from the pri-
mary ion (Fig. 2). On the other side, low LET
electrons are featured by low density tracks, re-
sulting from more sparsely ionization/excitation
events [3]. The pre-chemical phase is character-
ized by dissociation and thermalization of all the
products generated during the physical stage.
Here radicals are formed and thermalized within
a ps and few nm. Afterwards, the radiolytic
products start to diffuse and interact with each
other until the track evolution is concluded (also
this stage is described with a step by step ap-
proach). The interaction follows a distance cri-
terion based on the definition of a proximity pa-
rameter aAB , so that the interaction takes place
if the distance between reactants (A and B) is
smaller than aAB [2]. As a consequence, a differ-
ence in the physical behaviour of the primaries,
resulting in turns into different relative locations
of their chemical species, implies huge changes
in the final amount of radicals/molecules. The
respective G-value curves(number of molecules
produced for every 100eV released) of the phys-
ical tracks presented in Figure 2 are shown in
Figure 3. At the end of the pre-chemical stage
(∼ ps) the number of molecules produced is al-
most the same, but once they start interact-
ing, the radicals produced by the carbon beam
are consumed at a faster rate, due to the close
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proximity between each other (high ionization

density). Taking for instance the two radicals
OH · and e−aq, their amount at 1µs is different
when comparing the two primaries (for carbon
and electrons respectively (0.80vs.2.66)e− and
(0.75vs.2.72)OH ·). As a consequence, also the
amount of produced molecules changes (e.g. H2

and H2O2).

3 Results

3.1 Intertrack effect from a point-like
source

For this study the intertrack option has been
enable, leaving the simulation setup identical
to the previous case with cylindrical geome-
try, point-like source and electrons (500keV ) or
carbon ions (40MeV/u) as primary particles.
Here, the physical and pre-chemical phases do
not change with respect to the case without in-
tertrack, because at this early times particles
do not interact between each others, and con-
sequently the amount of decay/thermalization
events per track remains unaltered. In fact the
G-value at 1ps is equal in every simulation the
ratio between the G-value curves from simu-
lations with and without intertrack at 1ps is
always one. However, the evolution in time
strictly depends on number of particles simu-
lated simultaneously, as well as on the LET of
primaries. For each radiation type 3 cases have
been explored: 2, 3 and 6 simultaneous particles
(repeated to have enough statistics to smooth
the curve). In Fig.6-7 it is evident that by in-
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creasing the number of primary tracks there is a
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decrease in the G-value. For the carbon ions
case the process is faster because as already
mentioned high LET radiation implies high ion-
ization density. Radicals are indeed generated
at distances lower than the interaction parame-
ter aAB , inducing them to interact almost com-
pletely within 1.3ps. After this brief phase the
ratio for 2 carbon ions is ∼ 0.5, because given
the same number of molecules produced, they
are twice as likely to react (it is possible to move
the same argumentation for the cases featuring
3 and 6 particles). G-values for electrons show a
strong decrease at 1µs (almost 50% for 6 parti-
cles) with values close to carbon ions without in-
tertrack. Being produced from a low LET radia-
tion, these species are more sparsely distributed,
and therefore more affected by intertrack inter-
actions at a longer times.
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ions

3.2 Intertrack effect from a 3D source

In this section the simulation setup consisted of
two coaxial parallelepipeds (5 x 5 x 0.4µm) and
a water cube of 5µm side irradiated uniformly
on one surface by a 100MeV proton source. The
two parallelepipeds are placed one before and
one after the cube (all coaxial) to account for
forward and backward scattered secondary elec-
trons. The source simulated is a parallelepiped
square (5x5µm) with 1nm depth. Similar to
Sec. 3.1 three different cases have been ana-
lyzed; 2, 3 and 6 particles simultaneously gener-
ated in the volume of the source. Furthermore,
to provide the ratio, another simulation without
intertrack and with the same geometry (target
and source) was made. Protons at 100MeV are
low LET particles and since they can be gen-
erated far from each other ∼ µm, due to the
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conformation of the track the intertrack effect
is less intense with respect to the previous sim-
ulations. As shown in Fig.4- 5 the cases of 2 and
3 tracks are similar even though a little varia-
tion from no-intertrack simulation is visible at
1µs (not relevant < 1%). On the other hand, for
6 particles it is possible to spot a discrepancy,
which starts from a tenth of µs and approaches
a 3% difference with the no-intertrack case at
1µs.

4 Conclusions

Our results showcase that intertrack-related
reactions affect the G-value of radicals and
molecules within the target, in particular for
OH · and e−aq. The intensity of the effect de-
pends on the particle LET and on the reciprocal
position of the primaries. This has been eluci-
dated for setups considering protons, electrons
and carbon ions delivered simultaneously.
New simulations can be carried out with the
purpose of exploring more deeply the differences
between intratrack and intertrack effects, i.e.
high vs. low LET (e.g. C vs. 3He) or even
by varying the initial distribution of primaries.
Also, by changing the particle rate [4], it is pos-
sible to investigate complex fenomena like the
FLASH effect where chemical interactions be-
tween tracks play a role.
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Measurement of Ξ0
c production in p–Pb collisions at√

sNN = 5.02 TeV with the ALICE experiment

Fabrizio Chinu
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The measurement of the production of prompt Ξ0
c baryons in proton–lead collisions

at the centre-of-mass energy per nucleon pair of
√
sNN = 5.02 TeV with the ALICE

detector at the LHC, is reported. The differential production cross section is measured
at mid-rapidity (|y| < 0.8) as a function of transverse momentum (pT) in the interval
2 < pT < 12 GeV/c.

1 Introduction

The ALICE experiment at the CERN Large
Hadron Collider is optimised to study proton-
proton (pp), proton-lead (p–Pb) and lead-lead
(Pb–Pb) collisions at ultrarelativistic energies.
Charmed baryons production is a hot topic
in the field since recent studies [1] showed an
enhancement in the production of charmed
baryons in pp and p–Pb collisions with re-
spect to e+e− ones, which is yet to be fully
understood. This enhancement is related to
hadronisation phenomena, therefore studying
charmed baryons can lead to a better under-
standing of how charm quarks hadronise and
are confined into hadrons.
In this report feasibility studies for the measure-
ment of the production of Ξ0

c baryons in p–Pb
collisions with the data collected at the LHC
in Run 2, reconstructed in the fully-hadronic
decay chain

Ξ0
c −→ Ξ−π+ −→ Λ π−π+ −→ p π−π−π+,

with a branching ratio (BR) of (0.9 ± 0.2)%
(Tab. 1 for details), are presented.

Decay Ξ0
c −→ Ξ−π+ Ξ− −→ Λ π− Λ −→ p π−

BR (1.43± 0.32)% (99.887± 0.035)% (63.9± 0.5)%

Tab. 1: Branching ratios of the decays studied in
this analysis

Ξ0
c baryons are short lived particles (decay

length ≈ 46 µm), so they cannot be detected
directly (since the closest detector, the Inner

Tracking System, is 3.9 cm away from the in-
teraction point [2]); instead, they have to be re-
constructed from the tracks of their decay prod-
ucts. Furthermore, the decay length is so short
that it is not possible to reconstruct the decay
vertex of Ξ0

c baryons with the ALICE appara-
tus, thus making these particles very difficult
to be reconstructed. In order to improve the
reconstruction of the complex decay topology,
the Kalman Filter (KF) Particle Finder pack-
age [3] is used, while to improve the selection
efficiency of Ξ0

c baryons, machine learning (ML)
algorithms are used in this analysis.

2 Kalman Filter Particle Package

To reconstruct the decay topology of this short-
lived particle the KFParticle Package was used.
It is based on the Kalman Filter algorithm [4],
which produces estimates of hidden variables
based on inaccurate and uncertain measure-
ments and can predict the future system state
based on precedent estimations.
Particles are parameterised as the state vector

r = (x, y, z, px, py, pz, E, s)
T ,

where (x, y, z)T is the position of the parti-
cle, (px, py, pz)

T is its momentum, E is its en-
ergy and s is the length of the trajectory in the
laboratory system l normalised to the particle
momentum p, s = l/p.
The KF estimates the state vector of the mother
particles in 3 steps: at the beginning of the al-
gorithm an approximation of the state vector
of the daughters and their covariance matrix is

25
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given; next, for each measurement, the estimate
of the state vector of the daughters is extrapo-
lated, taking into account the errors on the mea-
surement; finally, the daughters are transported
along their trajectories to reconstruct the decay
vertex.

3 Machine learning

The term machine learning comprehends a set of
algorithms which allow machines to learn with-
out being explicitly programmed to do so. In
this analysis, supervised learning algorithms are
used. They are trained by feeding them with ex-
amples containing the desired output. The mod-
els then adjust their weights until the example
data is fitted appropriately. Supervised learning
algorithms can be used to solve very common
problems in particle physics, such as separating
the interesting signal from a large combinatorial
background.

4 Data analysis

The data analysed comes from LHC Run 2.
Loose preselections were applied on the data,
in order to obtain a cleaner dataset. Since the
decay topology might differ a lot when study-
ing different pΞ

0
c

T ranges, the analysis was carried
out in different pT intervals: [2-4], [4-6], [6-8]
and [8-12] GeV/c. In order to obtain an higher
signal-to-background ratio, some selection crite-
ria were applied on the pT (π from Ξ0

c), which
was not used to train the model, as shown in
Table 2.

pT (GeV/c) [2-4] [4-6] [6-8] [8-12]

π pT (GeV/c) > 1.6 > 1.2 > 1.0 > 1.0

Tab. 2: Selection criteria on the pT of the bachelor
π from Ξ0

cdecay

4.1 Training the model

In order to train the ML model, signal and back-
ground examples are needed. The former comes
from Monte Carlo (MC) simulations, the lat-
ter comes from the data obtained by the ex-
periment. Since no signal should be included
in the background examples, only data com-
ing from the mass invariant distribution range
of M < 2.39 GeV/c2 or M > 2.55 GeV/c2

(MΞ0
c = (2.47044 ± 0.00028) GeV/c2 [5]) are

included in the background dataset.
Each candidate is described by an array of

physical variables:

• PA (Ξ− to PV): Pointing Angle of Ξ− to
PV, i.e. the angle between the momentum
of the reconstructed Ξ− and the line con-
necting the Ξ− production vertex to pri-
mary vertex (PV)

• Ξ− mass

• χ2
topo (Ξ− to PV), describing how well the

Ξ− track fits the PV

• nσTOF (π from Ξ0
c ) and nσTPC (π

from Ξ0
c ), particle identification informa-

tion of the pion coming from the Ξ0
c pro-

vided by the Time Projection Chamber
(TPC) and by the Time Of Flight (TOF)
detectors, which proved to be the best vari-
ables to separate signal from background

• Normalised decay length Ξ−, i.e. the
decay length divided by its uncertainty

• DCAxy (π+from Ξ0
c), i.e. the Distance of

Closest Approach in the transverse plane of
the π+from Ξ0

c

These variables are mainly related to the Ξ−

topology.
The model learns how to separate the signal

from the combinatorial background by recog-
nising patterns within the data. It can then
exploit the differences between the signal and
background variables distributions to make pre-
dictions on candidates it has never seen before.
The ML algorithm makes predictions by assign-
ing to each candidate a score related to the prob-
ability of that candidate being signal.
To study how well the model has learnt to clas-
sify the data, output score distributions can be
studied. As shown in figure 1, the background
distributions peak at low probabilities, in accor-
dance to what is expected. The signal distribu-
tions instead do not peak at high probabilities.
This is a consequence of the fact that it is not
possible to reconstruct the Ξ0

c decay vertex and
to use decay’s topology variables and shows the
level of difficulty of the analysis.

In order to quantitatively understand how
well the model has learnt to classify signal from
background, Receiver Operating Characteristic
(ROC) curves are studied. ROC curves plot the
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Fig. 1: Distributions of the probability scores for
background (blue) and signal (red) for train-
ing and test sets in the 2 < pT < 4 GeV/c
interval

true positive rate, i.e. the signal selection ef-
ficiency, vs the false positive rate, which is re-
lated to the background selection efficiency, for
various threshold values on the model output.
The ROC AUC (Area Under the Curve) is then
evaluated, giving a quantitative description on
the model’s performance; ROC AUC value of
0.5 corresponds to a random classifier, while
ROC AUC of 1 corresponds to a perfect clas-
sification of the two class samples. The ROC
curves obtained in this analysis for the train and
test sets in the interval 4 < pT < 6 GeV/c are
shown in figure 2. It is important to compare
the train and test ROC curve: a big difference
between the two curves suggests overfitting, i.e.
the model has only learnt how to classify the
training data and cannot generalise on the test
set. The model trained in this analysis obtained
a good ROC AUC on the testset (0.7869), with
a small gap between train and test ROC curves,
suggesting it has learnt how to classify signal
from background and that it is not overfitting.

4.2 Working point
Once the model is trained, a working point has
to be chosen. The working point is a thresh-
old value on the model output such that every
candidate that obtained a score greater than the
threshold will be selected as a possible signal. It
is chosen in a blind way, without looking at the
data, in order not to introduce any biases in the
working point choice.
In order to choose the working point, the follow-
ing quantities were estimated for several thresh-
old values on the ML output scores:

Fig. 2: ROC curves for train and test datasets in
the interval 4 < pT < 6 GeV/c

1. Efficiency, which is the fraction of pro-
duced Ξ0

c being actually reconstructed and
selected as Ξ0

c . It was evaluated on the MC
fraction used for testing the model as:

ε =
#Ξ0

c selected

#Ξ0
c in test set

· #Ξ0
c reconstructed

#Ξ0
c generated

,

where the first fraction corresponds to the
model selection efficiency, while the second
takes into account the reconstruction effi-
ciency and the acceptance of the detector

2. Background, which was estimated by fit-
ting the invariant-mass distribution of the
selected candidates and then integrating
the background fitting function in the re-
gion under the peak. A quadratic func-
tion was used to describe the background
in the 2 < pT < 4 GeV/c region, while
an exponential function was used in the
4 < pT < 12 GeV/c region

3. Expected signal, estimated using the
cross section measured in proton-proton
collisions at

√
s = 5.02 TeV [6], scaled by

the number of nucleons in Pb nuclei (208):

N
Ξ0

c,Ξ
0
c

raw,exp = 2·208 d2σ

dpTdy

∣∣∣∣
pp

·∆pT∆y·ε·BR·Lint

Where Lint is the integrated luminosity:
Lint = (302 ± 10)µb−1, ∆pT is the pT bin
width, ∆y is the rapidity bin width and the
factor 2 takes into account the fact that
both particles and antiparticles are mea-
sured
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4. Pseudo-significance, defined as

N
Ξ0

c,Ξ
0
c

raw,exp√
N

Ξ0
c,Ξ

0
c

raw,exp + background

,

is the leading factor in choosing the work-
ing point: the threshold value is selected in
order to maximise the pseudo-significance.

The chosen threshold values are reported in
table 3:

pT (GeV/c) [2-4] [4-6] [6-8] [8-12]

Score threshold 0.25 0.15 0.15 0.15
Tab. 3: Working points chosen for the different pT

intervals

These selection criteria are very loose and lead
to a very high efficiency and background rejec-
tion.

4.3 Raw yield, efficiency and cross
section

Once the working point is chosen, the raw yields
S (i.e. the number of candidates that are re-
constructed and selected as signal in the anal-
ysis sample) are extracted. They are obtained
by fitting the invariant-mass distribution of the
candidates that pass the working point selection
with a gaussian function and then integrating it.
The background (B) is obtained by integrating
the background fitting function in the region un-
der the peak. Significance is then evaluated as
S/

√
S +B.

A significance greater than 3 was achieved in
every pT bin of the analysis.

Efficiency are also evaluated after choosing
the working point. The total efficiency can be
factorised in 3 parts:

• Reconstruction efficiency, i.e. the efficiency
of reconstruction of the Ξ0

c baryons of the
ALICE apparatus

• Preselections efficiency, which is the ratio
of the number of Ξ0

c after applying the pre-
selections to the number of Ξ0

c before ap-
plying those selection criteria

• BDT model efficiency, i.e. the ML model
efficiency of selection of the Ξ0

c

Fig. 3: Invariant mass distribution fit of the candi-
dates that pass the selection in the 6 < pT <
8 GeV/c interval

Fig. 4: Comparison of total efficiency (blue) vs re-
construction efficiency (red) vs preselection
efficiency (yellow) vs pT (π from Ξ0

c) se-
lection efficiency (black) vs ML model effi-
ciency (green)

As shown in figure 4, the ML model efficiency
is very high (≈ 1), while the main contribution
to the efficiency drop is due to the reconstruc-
tion efficiency. The comparison also shows that
the main contribution to the preselections effi-
ciency comes from the selection criterion on the
pT (π from Ξ0

c).

5 Results and discussion

Once the raw yields (now referenced as NΞ0
c,Ξ

0
c

raw )
and the efficiency are extracted, the cross sec-
tion is evaluated through the formula:

d2σ

dpTdy
=

NΞ0
c ,Ξ

0
c

raw

2 ·∆pT∆y · ε · BR · Lint
,

and is compared with the production of Ξ0
c

in pp collisions [6] scaled by 208 and with the
production of D0 mesons in both pp [7] (scaled
by 208) and p–Pb [8] collisions. The results ob-
tained are reported in figure 5, while in figure 6
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the ratio of the production cross section of Ξ0
c

in pp and p–Pb collisions to the D0 one in pp
collisions is shown.

Fig. 5: Production cross-section of Ξ0
c baryons in

p–Pb collisions at 5.02 TeV (red) compared
with Ξ0

c production in pp collisions (yellow),
D0 production in p–Pb collisions (green)
and D0 production in pp collision (blue)

The production cross section of Ξ0
c obtained

in this analysis is larger than the one obtained
in pp collision by a factor of approximately 2.
The reason behind this difference has yet to be
understood and will be studied in the future.

6 Summary

The pT-differential production cross sections of
Ξ0
c baryons in p–Pb collisions at a centre-of-mass

energy of
√
sNN = 5.02 TeV was reported. The

measurement was performed at mid-rapidity
(|y| < 0.8) in the transverse-momentum range
2 < pT < 12 GeV/c with the data collected by
the ALICE detectors. The results obtained in
this analysis are unexpectedly larger of a factor
of approximately 2 from the results of the Ξ0

c

Fig. 6: Ratio of the Ξ0
c production cross section in

p–Pb collisions (red) and in pp collisions
(yellow) to the D0 production cross section
in pp collisions

analysis in pp collisions. In the future this dif-
ference will be studied in detail and will be com-
pared to the results obtained with LHC Run 3
data, which will provide more accurate results
due to the larger statistics available.
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Neutron star mergers have been identified as possible r-process production sites. Sim-
ulating the operation of the r-process reaction network requires knowing the thermo-
dynamic evolution of the material ejected from the merger. Present limitations in
hydrodynamic calculations enforce the use of an extrapolation scheme in order to fol-
low the evolution of the ejected material at times ≳ 30 ms. We have analysed the
model dependence of the network calculations adopting two different expansion pre-
scriptions. Moreover, we have studied how the expansion model can influence the
production of the fissioning isotope 254

98 Cf.

1 Introduction

Big-bang nucleosynthesis and the various stages
of stellar burning are the responsible mecha-
nisms for the production of elements up to iron.
However, the observed solar abundance pattern
is not yet fully understood, and the comprehen-
sion is even poorer when it comes to the heavy
element region.

The fast neutron capture process, or r-
process, is the mechanism responsible for the
synthesis of the heavy neutron-rich elements. It
consists of a succession of neutron captures and
β decays taking place close to the neutron drip
lines requiring a neutron-rich environment in or-
der to proceed [1].

The astrophysical site where the r-process
takes place is still a matter of debate. The need
of high neutron densities arises neutron stars
(NS) as suitable neutron reservoirs. Following
the detection of the first gravitational wave com-
ing from a NS-NS merger, GW17081 [2], and its
electromagnetic (EM) counterpart AT 2017gfo
[3], neutron star mergers (NSM) were identified
as feasible sites for r-process production.

At late times after the merger (∼ days), the
EM emission could be dominated by the decays
of a limited set of species. 254

98 Cf decays through
fission and has a lifetime of 60.5 days [4], simi-

lar to that of 56
27Co (t1/2 = 77.236 d [5]) in the

56
28Ni to 56

27Co chain dominating supernovae emis-
sions [6]. Consequently, it is believed that 254

98 Cf
might be one of the main contributors to the
EM signal following the merger [7]. Identifying
signatures of heavy isotopes, such as 254

98 Cf, in
the observed EM signal would provide evidence
for the presence of elements produced via the
r-process in NSM.

Uncertainties in the r-process modelling come
both from the astrophysical environment condi-
tions and from the nuclear data input. Simulat-
ing the dynamics of the material ejected from
the merger implies cumbersome hydrodynamic
calculations which are computationally expen-
sive. Besides, a vast amount of nuclear infor-
mation is needed to model the r-process path.
In particular, information on the masses, neu-
tron separation energies and beta decay half-
lives must be provided for nuclei far away from
stability for which there is no available exper-
imental data, and thus one relies strongly on
theoretical predictions [8]. Furthermore, fission
comes into interplay when heavy nuclei are pro-
duced. Precise knowledge on the fission yields is
hence required for an accurate modelling of the
reaction network [9].

In our study, we have simulated the opera-
tion of the r-process reaction network within
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the material ejected from a binary NSM. Due
to present limitations on the hydrodynamic cal-
culations, at late times the expansion dynamics
cannot be solved precisely and the density evo-
lution is extrapolated following some analytical
model left to choice. The use of different mod-
els leads to differences in the results and in the
final abundance pattern. We have explored two
different expansion scenarios, aiming to under-
stand how sensitive the reaction network calcu-
lation is to changes in the thermodynamic evo-
lution. In addition, we have studied how the
254
98 Cf production is affected by modifications in
the expansion model.

2 Hydrodynamic calculations and
nuclear input

The reaction network calculations depend on as-
trophysical conditions such as density, tempera-
ture, entropy, etc. In our calculation, the initial
conditions (t ≲ 30 ms) of the NSM have been
established from a trajectory of an ejected fluid
element based on a smoothed, three-dimensional
particle hydrodynamics code. The code solves
the Einstein equations approximately by impos-
ing conformal flatness in the three-dimensional
space. The calculations start with a NS binary
system in quasi-equilibrium, a few orbits before
the merger, where matter is assumed to be at
zero temperature, in equilibrium and neutrino-
less. The gravitational masses of both stars are
1.35M⊙, and the equation of state (EoS) used
to model nuclear matter is TM1 [10]. The ini-
tial composition is determined from the trajec-
tory data assuming nuclear statistic equilibrium
(NSE), implying balance among all the nuclear
species.

The network contains data on the masses,
half-lives, neutron separation energies and reac-
tion rates for more than 7300 nuclei, which have
been derived in accordance with the finite range
droplet model (FRDM). The processes included
are charged particle reactions, neutron captures,
photodissociations, β and α decays and fission.

Although the trajectory dynamics depends
mainly on the astrophysical conditions, it has
been corrected consistently with the reheating
due to the energy released in the nuclear re-
actions. The EoS used by the code takes into
account 3 contributions: a Boltzmann ideal gas
of nuclei, a Fermi-Dirac ideal gas of electrons
and an ideal gas of photons. Defining the spe-

cific heat per nucleon at a constant volume as
cV = dε/dT , the expansion scale τn = ρ dt/dρ
and q̇ being the energy generated by nuclear pro-
cesses, one can calculate the temperature evolu-
tion using:

dT

dt
=

1

cV

[
q̇ − 1

τn

(
P

ρ
− ρ

dε

dρ

)]
. (1)

The entropy is calculated at each time-step
using the relation:

ds

dt
=

q̇

kBT
−
[∑

ηi
dYi
dt

+ ηe
dYe
dt

]
(2)

with 1

ηi = ln

[
ρ

mu

Yi
gi

(
2πℏ2

AimukBT

)3/2
]
, (3)

Yi = nimu/ρ the abundance of each nuclear
species and gi the partition function.

3 Expansion model

Due to numerical instabilities in the code solv-
ing the full hydrodynamic evolution, the precise
calculations are limited to a time of ∼ 30 ms.
Afterwards, the expansion is determined by as-
suming some parametrization of the density as
a function of time, ρ(t) [10].

It is expected that, at late times, the grav-
itational attraction becomes negligible and the
ejected material reaches a constant velocity.

In the one hand, imposing mass conservation
inside a spherical volume expanding at a con-
stant velocity, often recalled as an homologous
expansion, implies that the quantity ρr3 must
remain constant over time. This leads to the
relation:

ρ(t) = ρ0

(
t0 +∆

t+∆

)3

,

where ρ0 and t0 are the density and time coor-
dinates corresponding to the last step of the full
hydrodynamic simulation and ∆ = r0/v − t0.

On the other hand, flux conservation along
an expanding spherical shell imposes that ρr2v
must be a conserved quantity. Hence, the den-
sity evolves as:

ρ(t) = ρ0

(
t0 +∆

t+∆

)2

.

1 Comes from the chemical potential assuming Boltz-
mann statistics.
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The mass conservation argument seems more
reasonable at late times after the merger but,
however, one cannot yet argue which prescrip-
tion holds better for an early-time description
of the dynamics (t ≲ 1 s).

As seen in Section 2, the changes on the den-
sity evolution affect also the way temperature
and entropy evolve. This fact leads to changes
on the reaction rates, modifying the way the r-
process follows, and leading to significant differ-
ences in the final mass abundance pattern.

4 Results

Figure 1 shows the thermodynamic evolution of
both expansion scenarios. As discussed above,
the different density evolution affects the way
the r-process operates, leading to differences in
the abundances of the nuclear species all along
the calculation (see Figure 2).

The hydrodynamic code provided the thermo-
dynamic evolution of the system up to 37 ms.
The evolution afterwards is computed using the
models introduced in Section 3. The increase of
the temperature up to ∼ 1 GK at times ∼ 30
ms is due to the reheating by nuclear reactions.

As expected, the density remains higher in the
ρ ∼ t−2 with ∆ = r0/v−t0 (blue line) case, mak-
ing the temperature remain remarkably higher
than in the ρ ∼ t−3 with ∆ = r0/v − t0 (red
line) and lowering the entropy. Additionally, we
observe that the neutron-to-seed ratio reaches a
value of ∼ 1 at a later time in the cases where
the density is kept higher. The instant when this
happens is know as freeze-out and plays a crucial
role in the determination of the final abundance
pattern. After freeze-out, due to the low avail-
ability of free neutrons in the environment, neu-
tron capture reactions slow down. From then
on, generally, no heavier material is produced,
beta decays start to dominate and the material
decays to stability.

We have run an additional calculation in order
to highlight the major role played by the evolu-
tion up to the freeze-out. For this, we have im-
posed the homologous expansion model adjust-
ing the ∆ value so that the densities of this new
calculation and the blue curve match at freeze-
out. Comparing the abundances of the nuclear
species at t = 1 Gyr (see Figure 2), we observe
that the results resemble much more the ones
obtained with the ρ ∼ t−2 model, highlighting
the dominating role of the early time evolution
in the late time results.
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Fig. 1: Evolution of the more relevant thermody-
namics variables as a function of time for
the late-time expansion models introduced in
Section 3.

4.1 Study of the 254
98 Cf region

As explained in Section 1, analysing the 254
98 Cf

yield is relevant for the understanding of the
EM emission following the merger, and might
help identify nuclear species produced by the r-
process in NSM.

In our calculation, the maximum 254
98 Cf abun-

dance is observed at t ∼ 104 − 106 s (see Figure
4). As seen in Figure 3, at t = 1 day impor-
tant differences in the abundances of the heavy
nuclei appear. The peak in the A ∈ [220, 255]
region is broader in the ρ ∼ t−3 case.

When plotting the abundance of the A = 254
isobars as a function of time, we have observed
that there are also significant differences be-
tween both expansion scenarios. Whereas at
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Fig. 2: Final mass abundance pattern obtained for
the r-process network calculations using the
three density evolution prescriptions shown
in Fig. 1. Observational data from the r-
process solar abundance pattern is provided
for reference [11,12].
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Fig. 3: Mass abundance pattern at t = 1 day for
the r-process network calculations using the
three density evolution prescriptions shown
in Fig. 1. The heavy element region peak is
broader in the case corresponding to the red
line, although the maximum is lower than
in the other cases. The abundance of 254

98 Cf
(note the dashed line and the zoomed plot)
is higher for the red line prescription, and
very similar for the gray and blue.

early times the abundance of the A = 254 iso-
bars is higher within the ρ ∼ t−2 prescriptions,
the ρ ∼ t−3 expansion favours the production of
nuclei with A = 254 and, in particular, of 254

98 Cf
at late times.

We have tried to identify the reaction mech-
anism responsible for the observed differences
in the A = 254 abundances. This is not a
simple task as one should analyze the competi-
tion between all the different reactions channels
taken into account in the network calculation.
In Ref. [9] neutron induced fission was identi-

100 102 104 106

t (s)
−7.0

−6.5

−6.0

−5.5

−5.0

−4.5

lo
g 1

0
Y

(A
=2

54
)

ρ ∼t−2

ρ ∼t−3

Z=91
Z=92
Z=93

Z=94
Z=95
Z=96
Z=97
Z=98

Fig. 4: Abundances of the A = 254 isobars as a
function of time. The blue an red lines rep-
resent the total abundance of the A = 254
isobars for the ρ ∼ t−2 and ρ ∼ t−3 ex-
pansion scenarios, respectively. The rest of
the lines represent the abundances of each
element with A = 254 as a function of
time. The continuous line corresponds to
the ρ ∼ t−2 model, whereas the dashed line
shows the results obtained within the ρ ∼ t−3

prescription. The production of 254
98 Cf is fa-

vored by the ρ ∼ t−3 (homologous) expan-
sion model.

fied as the main responsible mechanism for the
destruction of the A = 254 isobars.

In order to be able to compare the rates of
the different channels, one should calculate the
reaction fluxes. We have computed the fluxes
for neutron captures, beta decays and photodis-
sociations after freeze out, at t ≳ 2 s.

Photodissociation rates decrease fast as the
temperature drops. As the temperature in the
ρ ∼ t−2 prescription is still ∼ 1 GK at times
around freeze out, we observed that contary to
the ρ ∼ t−3 case, in the former case photodisso-
ciations dominate over neutron captures. This
phenomenon diminishes the formation of the
more neutron-rich nuclear species, and hence,
the abundance of the heaviest elements is also
most likely decreased.

5 Conclusions

Different expansion scenarios of the ejected ma-
terial from NSM lead to significant differences in
the r-process path and the final isotopic abun-
dance pattern. We expect, out of the two mod-
els considered, that the homologous expansion
(ρ ∼ t−3) makes a more realistic description of
the physics of the system at late times, due to
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mass conservation arguments. However, at early
times there is in principle yet not enough knowl-
edge to favor one or another model.

As the final abundance pattern and the whole
r-process dynamics depend strongly in the ther-
modynamic evolution at early times (in partic-
ular, at times around freeze out, ∼ 1 s), further
improvement of the codes solving the full hydro-
dynamic equations is required in order to find a
more complete solution of the thermodynamic
evolution.

Moreover, we have observed significant su-
pression of the 254Cf production within the ρ ∼
t−2 scheme, presumably due to the role played
by photodissociations, preventing the formation
of more neutron-rich material and suppressing
the formation of heavier nuclei. This fact re-
marks the major role played by the competition
among the different reaction channels in trac-
ing the r-process path. Nonetheless, we have
not been able to fully understand the reaction
dynamics in the region of interest, and further
work should be made in order to identify the
dominating reactions in the production of 254Cf.
In addition, the code neglects photon induced
fission. Due to the importance of the role played
by photodissociations when the temperature is
kept high at early times, we believe this pro-
cesses should be also included in the network
calculation.

Finally, we would like to point out that r-
process reaction network studies could be used
in parallel with NSM hydrodynamic calcula-
tions. They could provide information on the
reheating due to nuclear reactions, and be used
to correct the thermodynamic evolution of the
purely hydrodynamic calculations where nuclear
processes are neglected.
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SIS100 Laser beam path simulation
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Laser cooling is an innovative technique to obtain high-quality ion beams. That is
especially true for relativistic ion beams, which will be accelerated in the SIS100.
Established ion beam cooling methods(electron cooling and stochastic cooling) are less
effective and difficult to implement. For my project, I have simulated the laser beam
path going in the SIS100 for laser cooling experiments.

1 Introduction

1.1 Laser Cooling
Many atomic and nuclear physics experiments
benefit from having high-quality ion beams (e.g.
with a low momentum spread ∆p/p) which is
achieved using ion beam cooling techniques. For
low-energy storage rings (γ ∼ 1), electron cool-
ing is suitable and commonly used. However,
when the ion energy becomes higher, the elec-
tron cooler is not the best choice in terms of
cooling times (see e.g. [1]) and costs. In partic-
ular, the cooling time increases as τe ∝ γ2/3 [2].
Especially for cooling high-energy few-electron
ions, laser cooling represents a smart and con-
venient alternative to electron cooling. Its prin-
ciple is the fast photon absorption by ions and
successive fast emission of fluorescence [3]. Nat-
urally, the ions only absorb the incoming pho-
tons with a frequency equal to f0 , the cooling
transition frequency in the ion rest frame. Since
the photons and the ions have to move towards
each other, for laser cooling to work, the fre-
quency of the laser photons f in the rest frame
has to be Doppler shifted:

f = f0γ(1 − β) (1)

The Lorentz factor γ can be expressed in terms
of the magnetic rigidity of the accelerator(Bρ)
and the properties of the ion:

γ =

√(BρQ
Mc

)2
+1 (2)

where Q is the charge of the ions multiplied by
the elementary charge e and M is the atomic
weight multiplied by u, the atomic mass unit.

The magnetic rigidity determines the maximum
velocity, and therefore the maximum kinetic en-
ergy at which the ions can be stored in the ring.
Once the ion has absorbed the photon, it emits
fluorescence. However, since this happens ran-
domly in all directions, the recoil momenta av-
erage out to zero.
The net effect is a decelerating force on the
ion. Besides the laser force, a counter-balancing
force is required to achieve laser cooling. This
force is provided by a moderate bunching of
the stored ion beam and is created by exciter
electrodes, which are simple parallel plates car-
rying an RF-current [4]. The bunching fre-
quency is determined by the ion revolution fre-
quency frev and by the number of bunches h, so
fbunching = hfrev.
There is a potential bucket where bunched ions
oscillate (Fig. 8); the ones with the highest os-
cillation amplitude should be in resonance with
the laser. Afterwards, the laser frequency has to
be adjusted to be in resonance with ions with the
second highest oscillation amplitude. The laser
light must always be red-detuned, else heating
(instead of cooling) occurs. The minimum red-
detuning is about half the laser linewidth.
In contrast to the electron cooling force, the
laser cooling force does not become weaker as
the ions’ energy increases; it rather becomes
stronger. Indeed, the laser cooling force scales
with γ3, meaning really short cooling times
(of the order of seconds) even for high energy
particles [5]. Apart from the higher "efficiency"
at higher energy, just the possibility of working
at high energies is an advantage itself. At FAIR
SIS100, many different species of ions can be
laser-cooled [6].
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Fig. 1: The bunched ions oscillate in the RF bucket
with different amplitudes. The ions with the
highest amplitude are in resonance with the
laser. (With the kind permission of Sebas-
tian Klammes.)

Laser cooling experiments took place at the ESR
in the past years, first using narrow-band cw
laser systems and recently using a broad-band
pulsed laser. New laser cooling experiments are
planned for the SIS100, which is the heavy-ion
synchrotron being built as the heart of the FAIR
facility. As written in the name, the SIS100 has
a magnetic rigidity Bρ = 100 Tm, in contrast to
the ESR, which has Bρ = 10 Tm.

2 Laser beam Properties

For laser cooling at the SIS100, the laser beam
must be overlapped(anti-collinearly) with the
ion beam. Therefore, the laser beam must travel
a large distance(∼ 50m) from the laser lab to the
accelerator.
To understand completely the SIS100 laser
beam path simulations, a good knowledge of the
properties of a Gaussian beam was needed. For
a deeper understanding of the topic, I have also
done M2 test measurements in the laser labora-
tory.

2.1 Gaussian laser beams

A Gaussian beam is a light beam where the
transverse(to the beam axis) electric field profile
can be described with a Gaussian function [7].
The radius of a Gaussian beam is the distance
from the beam axis where the intensity drops to
1/e2 of the maximum value.
Due to the phenomenon of diffraction, the beam
radius is not constant as the light propagates
through the space(Fig. 2). On the contrary, it
varies along the propagation direction z and it
can be described mathematically as :

w(z) = w0

√
1 +

( z

zR

)2
(3)

Fig. 2: Gaussian beam radius versus the distance of
propagation. The waist (at z=0) is about 0.2
mm. [7].

where w0 is called beam waist or focus and it is
the beam radius in z = 0, where it reaches a min-
imum; zR is the Rayleigh length and determines
the length over which the beam can propagate
without diverging significantly.
The Rayleigh length is expressed in terms of w0,
the wavelength and the M2 factor as

zR =
πw2

0

λM2
(4)

where the M2 factor is a common measure of
the beam quality of a laser beam [8].
Indeed, the closer a beam’s M2 factor is to 1,
the tighter is the focus, meaning more energy in
a single spot.

2.2 M2 measurement of a laser beam
Having understood the importance of the M2

factor of a beam, I have set up an experiment
to measure it (Fig. 3).

Fig. 3: Experimental setup for the M2 test measure-
ments. It consists of a green laser diode
(λ = 532nm), a camera with a CCD detec-
tor inside, an optical rail to move the camera
on, a power supply and two irises to align
the laser beam path.

Using the BeamMic app, connected to the cam-
era, the laser beam profile was acquired for dif-
ferent laser-camera distances z, going from 15
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cm to 60 cm. For each profile, the program com-
putes the D4σ, which represents the diameter of
the laser beam, and its relative error.
Afterwards, the diameter of the beam was plot-
ted as a function of z. From this graph, the po-
sition of the focus z0 and the waist of the beam
could be found. Figure 4 shows beam diameter
versus the relative distance z-z0. The red line is
a fit of Eq. (3) to the data.

Fig. 4: Beam diameter vs z − z0 fitted with Eq. 3.
The waist function fits optimally to the ex-
perimental data into the error bars.

Since the diameter is twice the radius, the ω0

obtained by the fit has to be divided by two be-
fore calculating the M2 factor.
Using Eq. 4, theM2 results equal to 1.08, mean-
ing that the laser beam emitted in a pure Gaus-
sian mode.

3 Simulations of SIS100 laser
beam path

The main focus of this study is the simulation of
the SIS100 laser beam path, for which the use
of the program GaussianRay CAD, developed
by the TU Darmstadt, was chosen.

3.1 The program
GaussianRay CAD is a Gaussian beam simula-
tor, where the user interface allows to change
the features of the beam (wavelength, waist ra-
dius and position, Rayleigh distance) and to
insert propagation spaces and lenses made of
different materials. Concerning the lenses, it
is also possible to customize them by changing
the wavelength and focal length. Furthermore,
there is the possibility to design a new optical

element(like mirrors and ducts) by changing the
ABCD matrix elements.
The program can be used only for single
mode (Gaussian) beam simulations (with an
M2factor close to 1), which is why the
M2factor is fixed and cannot be changed in the
program.

3.2 Mirror box configuration
The whole laser beam path (Fig. 5) had to be
simulated in GaussianRay CAD, starting from
the lenses on the optic table in the laser lab and
ending in the SIS100 accelerator, where there is
an overlap of the ion beam with the laser beam.

Fig. 5: SIS 100 laser beam path, made up of pipe
A (purple) going from the laser laboratory
to the accelerator cave, pipe B (light blue)
and pipe C (red) along the ceiling, pipe D
(yellow) from the ceiling to the mirror box.
Via the detector box, the laser beam enters
the accelerator pipe e-f (green), which is the
overlap region. The grey pipe in the picture
represents the SIS100, which is 1.4m above
the ground.

The mirror box shown in Fig. 5 is a 50 cm
diameter stainless steel box in which a vacuum
will be created and in which the lenses will be
positioned.

The UV light that will enter the SIS100 is ob-
tained starting from an infrared laser (1029 µm)
using a set of lenses and crystals to change
the frequency of the laser light. The two crys-
tals are the LBO (Lythium triborate) and the
BBO (Barium borate); after each crystal the
frequency is doubled, obtaining a final wave-
length λ = 257nm. This configuration of lenses
was then implemented in GaussianRay CAD in
collaboration with the laser team at TU Darm-
stadt.
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Fig. 6: The first beam expander is placed in the laser laboratory and it was made of two lenses, a plano-
convex of focal length f1 = 125mm and a plano-concave of focal length f2 = −250mm, which
are 375mm apart. The second lens system is placed in the mirror box, the plano-convex lens has
f3 = 50mm and the plano-concave lens f4 = −75mm, separated from each other by 125 mm.

After that, two beam expanders were placed to
obtain at most a laser beam radius equal to 1
cm (Fig. 6). The focal lengths of the lenses were
chosen from the available lenses on the market
(Thorlabs, Newport, CVI laser optics).
By varying the distance between the lenses the
focus can be moved over the entire overlap re-
gion, i.e. a 20 m long region inside the e-f pipe.
(Fig. 7)

Fig. 7: The focus position by changing the dis-
tance. 1) Focus 14.7 m from the ef-region,
distance between lenses:125.4mm, waist ra-
dius: 464.93µm; 2)Focus 19.7 m from the
ef-region, distance between lenses:125.3mm,
waist radius: 627.42µm; 3)Focus 31.2
m from the ef-region, distance between
lenses:125.2mm, waist radius: 963.73µm.

4 Conclusion

This work showed that the laser beam path pre-
sented here could be suitable for the SIS100 laser
cooling experiments. However, the restricted
space available in the mirror box limits the pos-
sible positions of the focus in the overlap re-
gion. Better results (more tunability) could be
obtained by a different position of the lenses

inside the mirror box, i.e. when they are fur-
ther apart. This would allow to use higher focal
length lenses resulting in a better control of the
position of the focus within the overlap region.
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Highly charged ions (HCI) are generated by an electron beam ion trap (EBIT) for the
commissioning of the HITRAP cooler Penning trap and the associated experimental
setups. After production, ions are directed by an electrostatic quadrupole beam de-
flector (EQBD) to either the cooler trap or the experimental beamlines. The polarity
of the EQBD determines the direction of the ion beams, and until now, it has been
manually adjusted in order to change the beam direction. An upgrade to the EQBD
system is presented, which allows polarity to be changed by a trigger signal. This has
enabled users to remotely control the beam direction and reduced the switching time
from tens of seconds to under five milliseconds. Beamline components after the EBIT
are then retuned to provide current in both directions symmetrically. The design and
implementation of the polarity flipping circuit, as well as the results of the switching
and retuning, are presented.

1 Introduction

1.1 The HITRAP Decelerator Facility

Heavy, slow HCI such as U91+ or U92+ are
preferred candidates to test the strong-field
limit of quantum electrodynamics (QED) the-
ory [1]. For the HITRAP associated experi-
ments (ARTEMIS, SPECTRAP, etc.) to reach
necessary statistical precision, the HCI must be
delivered at extremely low energies near four
Kelvin.

At GSI, HCI are produced by first accelerat-
ing heavy ion beams to 11 MeV/u in the UNI-
LAC. Beams are then further accelerated to 400
MeV/u, and reach an intermediate charge state,
in the SIS heavy ion synchrotron. The final
highly charged states are produced by passing
the 400 MeV/u ion beams through a stripper
foil. HCI beams can be collimated after the
stripper and cooled in the ESR to 4 MeV/u.

The HITRAP linear decelerator is designed to
further cool HCI from the ESR to 4K and de-
liver these ions to attached experimental beam-
lines. From the ESR, one microsecond HCI
bunches are delivered to HITRAP and restruc-
tured by a double drift buncher. Deceleration
and cooling of the ion bunches then occurs in
three stages at the beamline. First, HCI pass

through the interdigital H-type structure (IH)
and are decelerated to 500 keV/u. A radio fre-
quency quadrupole decelerator (RFQ) further
slows the HCI to 6 keV/u, and the ion bunches
are finally cooled to four Kelvin by the HITRAP
cooler Penning trap. From here, ions can be ex-
tracted to the attached experiments.

1.2 The EBIT Offline Ion Source

For commissioning and offline operation of
the cooler trap and attached experiments, the
beamline is equipped with a dedicated ion
source—a Dresden EBIT [2]. The EBIT breeds
HCI by stripping successive electrons from
trapped particles with an intense electron beam.
Charge states up to K19+ have been created us-
ing this EBIT at HITRAP.

HCI are released from the EBIT in short
bunches and an energy on the order of the RFQ
output. Therefore, the EBIT is a suitable tool
for testing the cooler trap and experimental se-
tups at near on-line conditions.

1.3 The EQBD for Beam Direction

Ion bunches from the EBIT are directed by an
EQBD to either the cooler trap or the associated
experiments. The internal construction of the
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Fig. 1: The EQBD consists of four main electrodes
and eight correction electrodes (two correc-
tion next to each main electrode), with a
potential of approximately four kilovolts on
each. The potential of the diagonal elec-
trodes is fixed to be the same: E1&E3,
E2&E4, C1&C3, and C2&C4. Correc-
tion electrode and main electrode poten-
tials can be varied independently. Con-
secutive electrodes have the same magni-
tude of potential and opposite polarity, so
|E1&E3| = |E2&E4|.

EQBD is described in Figure 1. The potential
on the EQBD is maintained by four separate
wires (two positive, two negative) from two high
voltage power supplies.

In the configuration where E1&E3 is negative,
the HCI beam is directed towards the cooler
trap. The opposite configuration directs the
beam towards the experiments. Before the pre-
sented upgrades were installed, the only way to
switch between configurations was manually: to
decrease the high voltage to zero, switch the pos-
itive and negative wires, and ramp the voltage
back up.

2 Experimental Setup

2.1 Circuit Design

To decrease the time needed to change beam
direction and enable remote switching, a polar-
ity flipping circuit is designed and implemented
for the EQBD. The circuit is primarily based
around two double pole double throw (DPDT)
high voltage relays. One relay is used to switch
the main electrode polarities while the other
switches the correction electrode polarities. See
Figure 2 for a diagram of the circuit.

Each relay is activated by a bias of 12 volts
with a current of 0.5 amps. Therefore, the relays
are attached in parallel to a 12-volt DC power
supply capable of delivering four amps of cur-
rent. The ground terminal of the relay is at-
tached to a low voltage DPDT relay in the nor-
mally open (NO) position. A five-volt DC trig-
ger signal can be sent to activate the low volt-
age relay and close the NO connection, which
grounds the 12-volt circuit to switch the high
voltage relays.

In addition, an LED signal circuit was con-
nected to the second switch of the low voltage
relay. One LED (left on the circuit box front
plate) was attached to the normally closed (NC)
position to indicate that the beam is sent to HI-
TRAP, and a second LED (right on the front
plate) was connected to the NO position to sig-
nal that beam is delivered to the experiments.
When the NO LED is activated, the high volt-
age relays are also activated. The LED circuit
is powered by a five-volt DC power supply ca-
pable of delivering 1.5 amps of current, and a
small resistor is placed in front of the LEDs to
act as a voltage divider. This ensures that the
specified 2.3 volts are applied to the LEDs. High
voltage resistors are attached in series after the
high voltage relays in the circuit to limit the
current. This prevents HV sparks at the cost of
slightly slower switching time.

2.2 Circuit Implementation

The final circuit was built inside a 19-inch rack-
compatible high voltage safety box, see Figure
3, which is installed underneath the transport
beamline from the EQBD to the HITRAP asso-
ciated experiments. A Sun Power SPS-035-D1
DC power supply is installed internally to power
the 12-volt and 5-volt circuits. This unit was
chosen since it can supply two circuits simulta-



Polarity Switching Circuit for Directing the HITRAP Offline Ion Beam 43

Fig. 2: The diagram for the EQBD polarity switching circuit. Wires are color coded to the potential that
is carried. Blue lines are high voltage wires of positive polarity, while red lines carry a negative
polarity high voltage. The orange lines constitute the 12-volt DC circuit, and the pink lines are the
5-volt DC circuit. The green lines are all grounded potentials. Note, the high voltage lines for the
main electrodes are labeled ‘HV to . . . ’ while the correction electrodes are labeled ‘CV to . . . ’.

neously at different voltages.
Two G15WPD DPDT high voltage relays are

suspended in the box and perform the switch-
ing described previously. These feature a 15-
kilovolt maximum potential on each relay con-
nection and millisecond range switching time to
reduce capacitive discharge.

SHV cables input the high voltage and ded-
icated high voltage wires and plugs matching
the bender feedthrough system are used for the
output. Before the present upgrade, the cable
adaptation was known to cause sparks. A TTL
input is used for the 5-volt switching signal, and
the port can be easily attached to the HITRAP
control computers in the future.

2.3 Testing Setup

After the construction of the safety box, a se-
ries of tests were performed to ensure the proper
functioning of the polarity switching circuit.
The box was moved to a temporary location
and attached to the EQBD. Switching tests were
performed from zero up to 4.5 kilovolts potential
on each EQBD electrode. The potential of the
E1&E3 output line was monitored on an oscillo-
scope with a Testec TT-HVP 2739 high voltage
probe.

An Ar16+ primary beam was produced by the
HITRAP EBIT to perform final tests of the
switching circuit. Two Faraday cups were placed
in the transport beamline after the EQBD: one
along the path towards HITRAP and the other

towards the experimental beamlines. A Femto
DHPCA-100 amplifier was used to convert the
current to a voltage signal (at a ratio of one mi-
croamp to one volt), and this voltage signal was
recorded with an oscilloscope.

Alternatively, a microchannel plate (MCP)
detector was used at the Faraday cup position
on the beamline towards the experiments. An
MCP was not available for the Faraday cup po-
sition towards HITRAP. After testing, the same
setup was used to retune the beamline between
the EBIT and EQBD.

3 Results / Discussion

3.1 Switching Times

Switching time for the circuit is dependent on
the potential applied to the EQBD electrodes.
At one kilovolt of potential, switching takes
about two milliseconds, while at higher poten-
tials it slows to three or four milliseconds

Voltage jumps are observed during switching
(see Figure 4), which is likely caused by the
power supply overcoming stored charge in the
EQBD. The aberrations in voltage are stronger
when polarity is changed from positive to neg-
ative than negative to positive. Since the neg-
ative power supply provides less current, this
difference in behavior is consistent with expec-
tations. This behavior, however, occurs within
one millisecond and is not a concern for the pur-
pose of the circuit.
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Fig. 3: Top view of the polarity switching circuit.
The upper panel consists of the high volt-
age elements: red wires are the SHV inputs,
white wires are the relay outputs, white rect-
angular prisms are the resistors, and the re-
lays are attached to the median. The lower
panel consists of the two low voltage circuits
discussed in the previous section and corre-
sponding power supply. Green wires are the
grounds for the HV relays and low voltage
circuits.

In order to provide an ion beam to both HI-
TRAP and the experimental beamlines, switch-
ing the EQBD polarity needs to be short and
remotely capable. The circuit accomplishes this
goal as the full switching process occurs in under
five milliseconds.

3.2 Beam Tuning
The Ar16+ beam had been previously tuned for
delivery to HITRAP. When switching was per-
formed with this beam, a signal of 4.0 volts was
observed on the Faraday cup towards HITRAP,
and no signal was seen towards the experiments.

The beamline components between the EBIT
and Faraday cups were tuned to find a symmet-
ric setting that maximizes an equal magnitude
current in both directions. A setting was found
that yielded 3.0 volts towards HITRAP and 2.2
volts towards the experiments (Figure 5a). This
setting was imaged with the available MCP (to-
wards experiments) and a broad, asymmetric
beam was observed.

Further tuning was performed with the MCP
image to focus and center the beam. The ef-
fort yielded a narrow beam width that was much
more symmetric than the previous setting (Fig-
ure 5b). However, the ion beam was located off
the axis of the Faraday cup. Therefore, no sig-
nal was observed towards the experiments, and
only a small signal was seen towards HITRAP.
Efforts to recenter the beam were hindered by
no usable MCP in the HITRAP direction.

4 Conclusion

An upgrade to EQBD after the HITRAP EBIT
was designed and implemented to remotely
switch ion beams from the HITRAP direction
to the experimental beamline direction remotely
on user request and in a short time frame. The
time needed for the directional change has been
decreased from tens of seconds to less than five
milliseconds. In addition, the EBIT output
beam has been tuned to provide current in both
directions under the same settings. A param-
eter set for high current magnitude was found,
but the current is asymmetric between the two
directions. The measurement with the MCP
revealed a broad width and asymmetric shape.
Additional attempts to optimize the beam pro-
file resulted in a more focused image, but this
beam is off the central axis and does not regis-
ter strongly on the Faraday cups. Further work
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Fig. 4: The voltage of the E1&E3 output line is plotted against time during the switching process. A change
from positive to negative polarity is shown in a) and negative to positive polarity in b).

Fig. 5: Measurements of the ion beam in the tuned configuration for a) highest current settings and b)
symmetric shape settings. The left plot shows the image on the MCP towards the experimental
beamline, where intensity (current) is color-coded. Red is the highest current and blue is the
smallest current in the image. The right plot shows the voltage reading versus time for the Faraday
cup towards HITRAP (blue) and towards the experiments (red).
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is necessary to find a setting that achieves high
current and a symmetric, narrow beam profile.
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In this report, we present new results from the simulation of fragments and exotic
hypernuclei in the CBM experiment using the Parton-Hadron-Quantum-Molecular-
Dynamics (PHQMD) transport model. The report especially focuses on Hypertriton
(H3

Λ) decay into 3He+ and π− at an collision energy of
√
s=3 GeV. The reconstruction

of multi-strange short-lived particles and hypernuclei have been done using the Kalman
Filter Particle Finder (KFPF) which is an excellent tool to reconstruct complex decays
within extremely high track densities.

1 Introduction

Hyperons are baryons containing one or multi-
ple strange quarks. A bound state of hyper-
ons, protons and neutrons is called a Hypernu-
clei. This report focuses on the decays of frag-
ments, single and multi-strange baryons and a
hypernuclei, Hypertriton (3ΛH), which was ob-
served by the STAR experiment in Au-Au col-
lisions at

√
s=200 GeV [1]. Experiments recon-

struct the invariant mass of the decay products
of 3

ΛH, which are 3He + π− (2-body decay) or
d+p+π (3-body decay) with branching ratios
of about 0.25 and 0.40 respectively [3]. This
should be equal to the invariant mass of 3

ΛH, as
it is Lorentz-invariant. In the search for 3

ΛH, the
CBM experiment will ensure consistency of ear-
lier findings by experiments like ALICE at TeV
ranges and STAR at a few GeVs.

2 CBM Detector Geometry

CBM is a heavy-ion fixed target experiment,
which beam energies between 2-11 A GeVs. The
Au-Au collision frequencies are extraordinarily
high (up to 10MHz), which facilitates the detec-
tion of rare decays of hypernuclei. The polar ac-
ceptance angle lies between 2.5 and 25 degrees,
which is sufficient to cover forward and mid ra-
pidity ranges.

A few cm behind the target lies the Micro-
Vertex Detector (MVD), which are Monolithic
Active Pixel Sensors (MAPS) specialized in

identifying the decay vertices of short-lived par-
ticles such as the hyperons. Behind the MVD
are positioned the 8 stations of the Silicon
Tracking System (STS) within a large supercon-
ducting dipole magnet, which measure the mo-
mentum of charged particles. After the STS is
located the Ring Imaging Cherenkov Detector
(RICH), which identifies the lightest particles
such as e−/e+. In order to compute the en-
ergy loss dE/dx of particles, a Transition Radi-
ation Detector (TRD) will be set up. The Time-
Of-Flight (TOF) detector measures the time it
takes for the charged particles to move a cer-
tain distance, which gives an estimate of their
masses.

3 Simulation and Reconstruction

3.1 Simulation

The simulation of events in the CBM experi-
ment involves the transport of particles through
the detector components, generating the MC
points and MC tracks.

3.1.1 PHQMD Transport model

The main focus of this week was to improve
upon the transport model of the simulation,
more specifically to include the PHQMD ap-
proach. This would replace the earlier used
UrQMD model, which did not produce frag-
ments like 2H+, 3He+ and 4He+, which is essen-
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tial in getting a correct estimate for our back-
ground.

The PHQMD model largely focuses on clus-
ter formation, and in turn hypernuclei produc-
tion, after the beam-target collision (Fig 1).
Light clusters with binding energies around 10
MeV cannot survive a temperature of more than
T=100 MeV [2], as would be the conditions af-
ter the fireball. Hence, it is quite challenging to
understand how such weakly bounded systems
could exist so early after the collision. If the
density of nucleons remains fairly constant in
the system, these observed clusters should not
be formed very early on as collisions would be
frequent and the mean free path of collisions
would be very small. Clusters could not possibly
have formed much later as the distance between
nucleons would have been larger than the strong
force range.

Fig. 1: Cluster formation in Au-Au central colli-
sions (Lab frame)

3.1.2 Digitization

The next step consists of the subsequent digiti-
zation of these points to simulate actual detec-
tor response. The input to the digitization is the
output file of the transport simulation. The en-
ergy and coordinate information is used by the
digitizers to calculate the response of the detec-
tor and the behavior of the read-out electronics.

3.2 Reconstruction

3.2.1 Cellular Automaton Track Finder

The search for tracks begin with the Cellular
Automaton (CA) track finder which takes as in-
put the digitized hits, which includes their coor-
dinates and time stamps. Hits on adjacent sta-
tions are combined into triplets which then form
a track. Those triplets which have 2 common
hits form part of the same track. A missing hit
on one of the stations is tolerated due to the de-
tector inefficiency. These track candidates have
to go through a further filtering process which

accepts or rejects them based on track length
and measures χ2 value [4].

To speed up this process, the high momen-
tum and primary track are reconstructed at
first. The hits belonging to these tracks are
then removed from the input and the search
for secondary and lower momentum tracks con-
tinue. The combinations of hits belonging to
these tracks are greatly reduced because of the
filtering done after the first step. Whatever hits
remain are used to reconstruct remaining tracks.
To make sure that the a track belongs to a single
particle, the hits should coincide in spatial and
time coordinates. Because the estimated time of
flight of particles between any of the 2 stations
is negligible to the detector time precision, they
should coincide within 3σ of the detector time
resolution.

3.2.2 Kalman Filter Particle Finder (KFPF)

The Kalman Filter Particle Finder (KFPF) is
an excellent and widely accepted algorithm for
finding, reconstructing and selecting short-lived
particles with an extremely high event rate (or-
der of MHz). As many as 200 decay channels
have been implemented.

The particle tracks detected in one of the de-
cay channels are reconstructed back to see if
they converge to a single point (vertex), within
a certain margin of errors. If a track does not
converge, the particle is ruled out for that decay
channel. Now, it is checked whether the vertex
is the primary vertex. If not, then the tracks
are secondary (or tertiary) which are produced
in the decay of short-lived particles which have
a sufficient life-time to move away from the pri-
mary vertex. These particles are usually single
or multi-strange hyperons.

4 Results and discussion

4.1 Fragments
We present the first results here for fragments
(2H+, 3He+, 4He+) in the PHQMD model, do-
ing a mass reconstruction based on their time-
of-flight through the detector.

In Fig. 2, we observe that all of the bands
broaden as we move towards higher momenta p.
This is because

m2 = p2β2γ2 = p2β2 1

1− β2
=

l

c(tactual ±∆t)
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Fig. 2: m2 vs p for reconstructed particles and frag-
ments

Here, l is the length of the trajectory of the
particle inside the detector and tactual is the ac-
tual time taken by the particle to travel through
the detector. Because of finite time resolution
of about 60 ps (due to electronic noise or Gaus-
sian blurring of hits during digitization), the
time calculated by the ToF detector might be
greater than or less than the actual time. As we
move towards higher p, tactual becomes less due
to which even a small ∆t can result in a signif-
icant fluctuation in ∆m2. Because ∆m2 ∝ m,
the broadening gradually increases as we move
towards higher masses, like in the case of 4He
and 3H.

Fig. 3: m2 vs dE/dx for reconstructed particles and
fragments. Red dotted line only demon-
strates that particle with low momenta give
high dE/dx.

The m2 vs dE/dx spectrum on Fig. 3 shows
us the ionizing power of different charged parti-
cles. Minimum ionizing particles like e− and π−

travelling at low momenta show a long narrow
peak extending to 350 keV/cm. Thermal pro-
tons are also low ionizing and have an equally
narrow and high peak. By comparison, 3He,
4He, d and 3H travel at relativistic velocities
and have smaller peaks.

Fig. 4 and Fig. 5 show the detection efficien-

Fig. 4: Comparison of detection efficiencies for
2H+ within the acceptance region and over
4π solid angle.

Fig. 5: Comparison of detection efficiencies for Λ0

within the acceptance region and over 4π
solid angle.

cies of Λ-baryon and 2H+ dN/dy within the ac-
ceptance zone and over a solid angle of 4π. This
would help us to indirectly understand the de-
tection efficiency of H3

Λ, which is a bound state
of both the systems. The efficiencies are less at
low pt and high pt because of low statistics. This
could be due to non reconstructed events along
the beamline (low pt) and boundary (high pt) of
the detector.

4.2 Hypertriton
We present the results from the H3

Λ decay into
3He+ and π− produced by the PHQMD model
here. It is important to note that in the follow-
ing plots, H3

Λ was forced to decay into 3He+ and
π− with a branching ratio of 100%. Fig. 6 shows
the invariant mass spectrum of H3

Λ, calculated
by reconstructing the topology and momentum
of its daughter particles.

The fit works quite well as the number of cor-
rectly identified signal events (comparing to MC
true events) was 1439, which is close to the value
predicted by the plot (∼1313). The lower value
might be because we only consider signal events
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Fig. 6: Mass spectrum for reconstructed H3
Λ events

within 2σ from the peak of the Gaussian fit,
instead of 3σ. Fig. 7 shows the efficiency of
reconstructed daughter particles within the ac-
ceptance zone and over a 4π solid angle as a
function of p. As clearly visible, the efficiency
of detection increases to almost twice for events
inside the acceptance zone. The efficiency drops
at lower p due to multiple scatterings.

Fig. 7: Comparison of detection efficiencies for H3
Λ

within the acceptance region and over 4π
solid angle.

Next, Fig. 8 displays the plot of the H3
Λ

yield dN/dy vs y inside the acceptance zone
and a comparison with the MC signal. This is
again to demonstrate how the yield goes down
as we move towards the boundaries of the accep-
tance zone. Because of reconstruction errors and
misidentification, the reconstructed plot has, of
course, a much lesser amplitude than the MC
signal.

We are also interested in looking at the Ef-
ficiency vs life time cτ for a H3

Λ (Fig. 9). For
very early lifetimes, the detection efficiency is
low because of the high density of tracks right
after the collision. This makes it hard to recon-
struct 3He+ and π− tracks, and thus to identify
H3

Λ. If the lifetime is too large, then H3
Λ does

not decay while passing through the detector.
Thus, we cannot reconstruct the daughter par-

Fig. 8: Comparison of H3
Λ dN/dy for MC generated

signal and correctly reconstructed signal with
mass ID cuts

Fig. 9: Comparison of detection efficiencies vs
proper time cτ for H3

Λ within the acceptance
region and over 4π solid angle.

ticles and the efficiency drops again. The effi-
ciency reaches a maximum only at intermediate
lifetimes, specifically between 12-14 cm.

Fig. 10: Comparison of detection efficiencies vs de-
cay length for H3

Λ within the acceptance re-
gion and over 4π solid angle.

A similar argument holds for Fig. 10 showing
the plot for the Hypertriton Efficiency vs De-
cay Length. If H3

Λ decays too early into 3He+
and π−, there might be reconstruction errors
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due to the high density of tracks. If it decays
too late, the decay might take place after H3

Λ

has traversed the detector length. In this case,
few correct reconstructions of daughter particles
will take place and the efficiency drops.

Fig. 11 shows the Hypertriton detection effi-
ciency vs rapidity y, compared for correct recon-
structions inside the acceptance region and over
a solid angle of 4π. We see that the detection
efficiencies for H3

λ reach a maximum between ra-
pidities y=1.4 and y=1.6.

Fig. 11: Comparison of detection efficiencies vs ra-
pidity y for H3

Λ within the acceptance re-
gion and over 4π solid angle.

Fig. 12 shows a 2D histogram representing the
distribution of transverse momentum pt of H3

Λ

with the rapidity y. We see that the mean pt
for H3

Λ is 1.341 GeV/c and the mean y is 1.547.
The distribution is localised between y=0.5
and y=2.5, which is within the acceptance
region of the CBM detector.

Fig. 12: H3
Λ transverse momentum pt vs rapidity y

5 Conclusions

This report presents results using the PHQMD
model to produce hypernuclei and fragments in

Au+Au collisions at
√
s=3 GeV. We now have

actual cluster formation and subsequent gener-
ation of exotic fragments and single and multi-
strange hypernuclei. The KF particle finder also
works really well for searching specific decay
tracks in a dense track environment. Finally,
the collaboration might want to incorporate the
changes made in the code regarding the primary
vertex position and the time-of-flight calcula-
tion.
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The CBM Silicon Tracking System uses complex custom-designed electronics for the
signal read out and data processing. As up to 50 kW of heat are dissipated within
the detector volume, an effective cooling has to be implemented. This report aims to
summarize thermal simulations and temperature measurements for the STS front-end
electronics. Internal thermometer of the ASIC is used together with the reference
measurement with thermal imaging camera; the numerical simulation with the open-
source SW is developed for the cross check and validation with the measurements.

1 Introduction

The Compressed Baryonic Matter (CBM) ex-
periment is one of the major experiments at the
future FAIR facility1. Using a fixed target in
heavy ion collisions, rare isotopes and particles
such as multistrange hyperons or charmed par-
ticles are expected to be created and detected
by the complex detector system. CBM aims to
investigate the phase structure of strongly in-
teracting matter and to explore the QCD phase
diagram in region of high baryon densities. [1] [2]
The key tracking detector of the CBM experi-
ment is the Silicon Tracking System (STS). Its
main task is to reconstruct tracks of charged
particles with high efficiency and perform high
resolution momentum measurements. That
means, it must be able to detect up to 700
charged particles per central Au+Au colli-
sion with beam/target interaction rates up to
10MHz. For this, 896 double sided silicon mi-
crostrip sensors are arranged in 8 tracking sta-
tions. The apparatus covers a solid angle be-

1 Facility for Antiproton and Ion Research in Europe

tween 2.5 ◦ and 25 ◦ and is placed between 30 cm
and 100 cm downstream the target. The entire
detector covers a volume of 1.4×2.3×1.3m3 and
is placed inside a 1Tm superconducting mag-
net. Thereby, many challenges arise. As with
each detector, particles are being scattered, one
must reduce the material budget. Additionally,
the detectors are exposed to high radiation dur-
ing the operation of SIS100, such that the de-
tectors must be radiation tolerant.
Finally, the challenge this paper deals with is
proper cooling of the STS electronics. The cool-
ing system must efficiently remove 50 kW of dis-
sipated heat inside the detector box.
Section 2 gives an overview about the used front-
end boards with focus on the main components
and its heat dissipation. Afterwards, the used
experimental setup to study the thermal perfor-
mance of the STS electronics will be explained
in section 3. A description of the measurement
results are given in section 4. Numerical ther-
mal simulations of the studied system are shown
in section 5

52
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Fig. 1: Prototype of a front-end board with 8 ASICs
(FEB8). The 4 LDOs and the low and high
voltage interface are placed on the left side
and the connection for data transfer is lo-
cated on the right side. [3]

2 STS Front-End Electronics

2.1 Signal Acquisition and Processing

Each double-sided silicon strip sensor is con-
nected to two Front-End Boards (FEBs) lo-
cated inside the detector box at the periphery
of the detector. FEBs are responsible for read-
ing the charge aggregated in the detector (see
fig. 1). The 1024 stripes of each sensor side are
connected via ultralight aluminium-polyimide
microcables to 8 custom-designed Application
Specific Integrated Circuits (ASICs) with 128
channels each hosting charge sensitive amplifiers
(CSA). This ASICs are able to measure the time
and amplitude of an incoming signal pulse and
transfer the charge into a voltage step. Each
amplitude value comes together with a time
stamp from the in-built Time to Digital Con-
verter (TDC) in the ASIC. Also, the additional
higher level time stamp is given by the data
concentrating electronics. In this step, Readout
Boards (ROBs) will aggregate data from differ-
ent FEBs and will guide the preprocessed data
with the optical readout interface out of the de-
tector volume. [3]
In the first step of a measurement, the ASICs

are synchronized via a full register configura-
tion, where 35496 bits for controlling the Analog
Front-End (AFE) and a start of the timestamp
counter are set. As the power consumption is
dominated by the current in the CSA, it can
be tuned with the corresponding registers of the
ASIC. The voltage drop at the 1.2V line, which
provides the VDDM voltage to the ASICs, can be
taken as a reference whether the ASICs operate
properly. Additionally, a thermal probe VTemp

as a temperature dependent voltage drop is im-
plemented into the ASIC, which is used as an
internal thermometer in the present studies. [3]

Fig. 2: Drawing of the two different FEB types with
numbering of the ASICs [4].

2.2 ASIC Power Supply

Powering the ASICs requires two low voltage
lines with 1.2V and 1.8V, respectively. The
analog 1.2V and 1.8V potentials are used for
the AFE operation while one 1.8V potential
powers the digital part. Thereby, each pole of
the 1.2V line is used to power one row of four
ASICs. In contradiction, the 1.8V lines are used
for all ASICs simultaneously.
In order to guarantee a stable value of 1.2V
and 1.8V at the corresponding supply lines,
Low Dropout Regulators (LDOs) are used. In
the present studies, the LDOs are supplied with
2.2V and 2.8V to account for the voltage drop
in the supply lines; the excess power is dissi-
pated to heat. Figure 2 shows a drawing of
the FEBs with its major parts. The orange
squares represent the LDOs, where the outer
LDOs are used for the 1.8V channels. The re-
maining power line is used for the high voltage
on the sensor and should not be discussed within
the scope of this report. [3]
The concept of fixing two FEBs on one cooling
fin, which is connected to a channeled liquid-
cooled plate, requires a different design for the
FEBs on both sides of the detector. As illus-
trated in fig. 2, one side of the sensor is con-
nected to the blue FEB (A-type), while the
other side in connected to the red FEB (B-type).
The following measurements will mainly involve
one B-type FEB8.
Finally, the structure of the circuit board itself
is of interest considering the later thermal sim-
ulation. The circuit board is split up into mul-
tiple layers. Figure 3 shows a cross section of
the circuit board, displaying homogeneous lay-
ers with varying thickness (thickness given on
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Fig. 3: Cross section of the circuit board with its
different material layers, as well as thermal
vias of type Z1, Z2 and Z3.

the left hand side in µm). While the layers
of coating and PCL370HR are homogeneous, as
they serve the purpose of shielding from current
leakage, the copper layers are in fact, traces of
the electrical circuit. For simplicity, in the nu-
merical simulations in section 5, we will consider
all these layers as homogeneous. The objects in-
tersecting the board, labelled as Z1, Z2 and Z3
are thermal vias of varying length and different
internal material. These serve the purpose of
cooling the ASICs and LDOs. Again, to sim-
plify the simulation, one only considers thermal
vias of type Z1 (epoxyresin filling and coating).

3 FEB thermal test setup

The core of the test setup are two FEBs as in-
troduced in section 2. In order to guarantee an
efficient cooling, both FEBs are glued to an alu-
minium cooling fin as demonstrated in fig. 4. In
future operations, always two FEBs of opposite
type will be connected to one cooling fin, which
is screwed to an aluminium cooling plate with 4
M3 screws. Putting thermal pads between each
connection optimizes the heat transfer.
A water-cooling system is implemented in the
aluminium plate with pressed-in copper tubes.
Considering the room temperature of about
27 ◦C and a humidity of up to 50%, a minimum
temperature of about 15 ◦C may be reached
without water condensation on the surface. The
maximum temperature on the cooling system
was set to approximately 35 ◦C to avoid over-
heating.

Fig. 4: Image of the used FEB glued to an alu-
minium cooling fin. The low voltage lines
are soldered to the corresponding contacts.

FEB8

3D-printed box

Cooling plate & black tape

Voltage source

Data transfer

Fig. 5: Overview to experimental setup. A custom-
made box contains a water-cooled aluminium
plate connected to two FEBs via an alu-
minium cooling fin. The 1.2V and 1.8V low
voltage channels are supplied from a connec-
tor placed on the upper right side. The data
of all channels are transferred to a readout
board and send to the local network.

An illustrating image of the test setup is pre-
sented in fig. 5. The cooling plate is lo-
cated in a custom-printed box, which is attached
with plastic screws to a portable plexiglas plate.
The low voltage lines are supplied with a 8-line
0.5mm2 SUMIDA cable. A local computer com-
municates with the crate to control the voltage
and measure the current in order to estimate
the power consumption. Since no silicon sen-
sor is connected in this module, it is not neces-
sary to provide the system with a high voltage.
The data chain is established with the network-
connected EMU board (back-end electronics).
This setup allows to change the three parame-
ters, namely the temperature of the cooling sys-
tem, the low voltage power supply and the ASIC
power consumption. Besides the current of the
power supply, the VDDM and VTemp voltage is
measured in every individual measurement us-
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ing a python script.
Another method to estimate the temperature on
the surface of the FEB is given in a Testo in-
frared camera. As presented in fig. 5, black tape
is added on top of the cooling plate in order to
decrease the reflectivity of the surface and hence
enable a temperature measurement. Using this
black tape at different base temperatures, the
emissivity set on the infrared camera could be
optimized. However, errors in the infrared im-
ages could occur due to different thermal emis-
sivities of the ASIC surface. Therefore, some
systematic offset of the real temperatures can-
not be excluded.

4 Measurement Results

This section aims to summarize the measure-
ment results, divided into two parts for changing
the internal power consumption (see section 4.1)
and the external temperature (see section 4.2).

4.1 ASIC Power Consumption

As mentioned in section 2, the ASIC power con-
sumption can be controlled by modifying the
CSA current. For each CSA current value, the
consumed power can be measured in form of the
measured VDDM voltage and the provided cur-
rent by the power supply. By setting a lower
power consumption to all ASICs except one, the
position of each ASIC number as assumed in
fig. 2 could be proven. By increasing the power
consumption of all ASICs, a higher tempera-
ture can be detected by the infrared camera (see
fig. 6). For more quantified results, the VDDM

voltage of each ASIC as well as the current of
the low voltage supply were measured as a func-
tion of the CSA current in fig. 7. The current
increases linearly with the CSA current until the
limit of the power supply is reached and there-
fore the curve is flattened. The VDDM voltage
stays constant until a CSA current of 20 and
then decreases significantly.
Since the VDDM potential can be measured and
the 1.8V line is assumed to provide a stable volt-
age, the power consumption of each ASIC can
be calculated using

P =
1

8
(VDDM · IDDM + 1.8V · IDD) . (1)

Additionally, the ASIC temperature can be es-
timated by calculating the average value of each

Fig. 6: Infrared images of the FEB-8 B-type with a
low power consumption on each ASIC (top)
and with a high power consumption (bot-
tom).

ASIC surface in the corresponding infrared im-
age. As the edges of the ASICs were not always
clearly visible, an uncertainty of ±0.1 ◦C was
estimated by varying the bounders of the ASIC
area on the image. Figure 8 presents this mea-
surement with a set temperature of 20 ◦C at the
cooling system and a given low voltage input
of 2.2V and 2.8V, respectively. As long as the
VDDM voltage in fig. 7 is nearly constant, the
temperature increases linearly with the ASIC
power consumption. However, when the voltage
drops down and the power supply is not capable
of giving a sufficiently high current, the power
consumption starts to decrease. In this region a
nearly constant temperature could be observed.

4.2 Calibration of the internal
thermometer

The internal thermal probe VTemp is capable of
giving a number in arbitrary units correspond-
ing to the voltage drop in each ASIC. This num-
ber is assumed to show a linear dependency to
the ASIC temperature in a certain range. Thus,
a calibration can be done by varying the tem-
perature and fitting the voltage numbers.
The ASIC temperature is varied by changing
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Fig. 8: From infrared images obtained temperature
as a function of the power consumption of
each ASIC. The power consumption was
calculated from the voltage drop inside the
ASIC and the currents at the low voltage
supply, which was assumed to be constant.

the temperature of the baseplate, where the
coolant temperature changes in a range between
15 ◦C and 35 ◦C. The temperature was mea-
sured again with the infrared camera in the same
way as in the previous section. The infrared
images of the two extreme temperatures are at-
tached in fig. 9. Black tape was added on the
aluminium plate enabling a reference measure-
ment of the cooling block. After estimating the
temperature from the infrared images, the volt-
age drop at the thermal resistor can be plotted
as a function of the temperature in fig. 10. Each
ASIC was fitted using a linear function. In this

Fig. 9: Infrared images at two different base tem-
peratures of 16 ◦C and 34 ◦C, respectively.

ASIC Slope, ◦C/a.u. Offset, ◦C

0 −3.9± 0.3 418.3± 31.7
1 −3.5± 0.2 390.1± 20.0
2 −3.4± 0.2 373.8± 18.3
3 −3.8± 0.3 416.2± 32.6
4 −3.8± 0.3 398.8± 26.8
5 −2.9± 0.2 330.7± 19.3
6 −3.8± 0.3 422.5± 32.6
7 −3.9± 0.2 428.9± 22.2

Tab. 1: Fit parameter for the temperature calibra-
tion

way, the mean calibration function

T (VTemp) = a · VTemp + b

a = (−3.6± 0.1± 0.1) ◦C (2)
b = (397.4± 9.2± 11.6) ◦C

can be given, where the first uncertainty is
given by the propagation of the fit uncertainties,
where the estimated uncertainty of the tempera-
tures is included. The second uncertainty is cal-
culated as the statistical error of the 8 ASICs.
The parameter of the calibration functions of
each ASIC are presented in table 1. However,
it should be noted that a possible uncertainty
of the absolute temperature measurement with
the infrared camera was not taken into account.
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Fig. 11: The model done in [6] includes the cooling
box as well as the FEB itself. The final,
equilibrium state of the simulation is dis-
played.

5 Thermal Simulations

5.1 Previous Simulations

Simulation of the thermal performance of the
STS front-end electronics was previously per-
formed using several assumptions to simplify
the calculation [6]. The model involved in that
study considers the ASICs and LDOs as well
as the average thermal conductivity of the PCB
board and array of thermal vias.

There were no explicit volumes representing
the glue contact. Instead, thermal interfaces
were defined in various regions with a certain
thermal resistivity, in order to simulate the ef-
fect of the glues without having to mesh it.
The simulation was done in SOLIDWORKS and
is based on several assumtions. Each ASIC and
LDO has a constant power dissipation. Further-
more, the cooling plate has a constant cooling
temperature, which is constant across the en-

Fig. 12: Temperatures between each component and
thermal interface (TIM) display the tem-
perature gradient across each component.

tire plate. This cooling temperature was ob-
tained from a previous simulation [6] simulating
the flow of the cooling fluid and the consequent
temperature field over the entire cooling plate.
The highest temperature value was taken as a
conservative estimation for the uniformly cold
base plate.
The results of this simulation may serve as a
first reference for the measurements described
above.

5.2 Development of the New
Simulation

In order to have a reliable cross-check for the
future studies, to validate the observations in
section 4, and to address possible systematical
uncertainties, we decided to perform a set of nu-
merical simulations of the thermal performance
of the STS front-end electronics. In comparison
to the former simulation described in section 5.1
the new simulation aims to include further de-
tails and therefore give more precise results and
therefore account for the systematic errors of the
experiments.
The largest uncertainty comes from the glob-
top surface absorbing part of the heat radia-
tion, which should be measured by the thermal
camera. Additionally, we can see various effects,
which by the experimental data alone cannot be
fully explained. Hence, the simulation provides
not only an explanation for these effects, but ad-
ditionally, can help estimate the impact of the
systematic errors.
As the simulation is supposed to be performed
in great detail, only a fraction of the experimen-
tal setup is considered. Further details will be
discussed in the following chapters.
In the scope of this work, only the geometry
construction- and the meshing-process are de-
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Fig. 13: The PCB board has holes for the ASIC
boxes to later be placed into. Additionally,
glob top layers inbetween each ASIC box
are visible (left). Additionally, a side view
shows the different material layers of the
PCB (right).

Fig. 14: Left: the ASIC box with a transparent glob
top above the chip. The chip has cut out
vias faces, which are in fact not “real“ ther-
mal vias, but will rather be used later for
meshing purposes. Right: the thermal vias
inside the ASIC box.

scribed. The simulation itself will be performed
in future, since the setup of the simulation itself
is not yet completed due to the complexity of
the mesh.

5.3 Construction of Geometry

The geometry of the experimental setup is sim-
plified to the region of interest for the simula-
tion. This includes the part of the circuit board,
which holds the ASICs. However, it is modelled
in great detail. This includes the different layers
of the circuit board, 8 × 12 thermal vias under
each ASIC, the ASICs themselves, the pins con-
necting the ASICs to the circuit board, the glue
for attaching the ASIC and finally, the glob top
(protective epoxyresin coating).
While the different layers of the PCB are consid-
ered, circuit tracks are not modelled. Instead,
the layers are considered as homogenious. Only
thermal vias of type Z1 are considered (coat-
ing and epoxyresin filling), to further simplify
the material groups considered. The geometry
is built in two seperate arrangements, to make
calculations and later, meshing, easier with SA-
LOME. The first geometry is the “base plate“
(figure 13) and the second geometry presents the

“ASIC box“ (figure 14).
The base plate includes the circuit board, with
holes for the ASIC boxes. Additionally, the glob
top inbetween each ASIC is modelled on top.
The ASIC box is a cut-out part of the circuit
board itself; it includes the thermal vias under-
neath the ASIC (figure 14) and the ASIC, con-
necting pins and glob top on top.

5.4 Meshing with SALOME

Various meshing algorithms are used to
producte the final mesh compound for the
simulation. The base plate is created through
a NETGEN-2D-1D quadrangle dominant algo-
rithm and extruded through each layer (figure
15).The copper layers are split into four pieces
across the board, the PCL370HR is split into
three and finally, the gold and coating layer are
split into two (figure 15). Seperate faces for the
glob top inbetween each ASIC are created and
then extruded to create a 3D mesh.
The ASIC is meshed in several parts. The
glob top has a quadrangle surface, is however,
meshed by a NETGEN-3D algorithm on the
inside. For the ASIC itself, for the glue and
for the bottom part of the ASIC box which
includes the thermal vias, an extrusion was
created. For this, all the vias caps and topmost
faces of the bottom part of the ASIC box have
been selected (figure 16) and extruded along
the edges of the ASIC and the bottom half of
the ASIC box.

The final ASIC mesh is copied multiple times
and placed into the holes of the base mesh.
These two are then put into a compound mesh,
to create the final mesh for the simulation. The
groups inside the total mesh were selected by
materials and external faces.

6 Conclusion

During this project, the thermal and electrical
properties of the front-end electronics of the sil-
icon tracking system of the CBM experiment
were investigated.
A test setup was constructed, where in first mea-
surements the VDDM and VTemp voltages were
measured. Additional information about the
temperature on the surface could be gained with
an infrared camera.
A drop of the VDDM voltage could be observed at
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Fig. 15: The base mesh with the the extruded glob
top sections (left). While the number of
segments across the board varies in each
material layer, the glob top is split up into
fifteen pieces across the mesh. A side
view (right) shows the separation of each
layer into different pieces across the board.
The copper layers are split into four, the
PCL370HR layers are split into three and
the gold and coating layer are split into two
layers.

Fig. 16: The ASIC box is meshed in two parts.
While the upper part with chip, pins and
glob top epoxy cover (left) is meshed via
various algorithms, the lower part (right)
is simply extruded from the topmost face.

Fig. 17: The view of the final mesh used for the sim-
ulation. It is composed of the meshes dis-
cussed before (base mesh and ASIC box).

higher CSA currents. The reason for this early
is still to be investigated. One possible reason
might be a partially broken contact due to the
thermal cycling of the FEB. To confirm this, fur-
ther tests are required.
Furthermore, a calibration for the internal ther-
mometer could be given.
Since the numerical simulation was developed
for slightly different system, we cannot perform
one-to-one comparison with the present mea-
surements. Qualitatively, the simulation and
measurements agree. In figure 11 higher tem-
peratures on the upper ASICs can be observed,
which corresponds to the measurements taken
by the infrared camera (e.g. figure 6). How-
ever, measurements show the highest LDO to
have the highest temperature, whereas the sim-
ulation shows the second LDO (from the top)
to have the highest temperature. Additionally,
since the ASICs were assumed to disspate power
uniformally, the effect of having the highest tem-
perature at the bottom of each ASIC, could not
be replicated either.
For the detailed study of the thermal effects
in the STS FEBs one certaily needs more de-
tailed investigations. For this reason, the model
described in section 5.3 was expanded to in-
clude further mechanical details, in particular
chip pins and explicit geometries for glue and
thermal vias. As they are placed on the lower
side of the ASIC, the heat conducted by the pins
might create the effect of measuring higher tem-
peratures at the bottom. Additionally, instead
of defining thermal interfaces with a thermal re-
sistance, the heat flow through the glues can
be observed more accurately. Generally, the re-
sult is expected to be more detailed and there-
fore, to serve as a basis for an explanation of the
unknown effects from the measurements. After
submitting this work, the simulation will be set
up in order to compare the simulation data with
the measurement results.
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Construction of the Baryon Operator for the Λ Octet
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The baryon operator of Λ8 is evaluated in the quark model regime.

1 Introduction

The calculation of the hadron spectrum of QCD
is a urgent field of research in lattice QCD. This
report will focus on the spectrum of the Λ(1405)
baryon with JP = 1

2

−. Precise data has already
been experimentally obtained [4]:

MΛ = 1405+1.3
−1.0MeV,

ΓΛ = 50.5± 2.0MeV.
(1)

Unitarized χPT+ model calculations, however,
yield that the situation is more complex, show-
ing two poles in the range of R ≈ 1400MeV.
There is no generally accepted results in lat-
tice QCD. The CEBAF Large Acceptance Spec-
trometer (CLAS) observed different line shapes
for Σ−π+, Σ+π−, Σ0π0 in [6]. These probably
arise from the interference between the I = 0
and I = 1 amplitudes. In lattice QCD one
can work with interpolators with well-defined
isospin quantum numbers, where these ampli-
tudes do not mix. Here one can switch of isospin
breaking. But in experiment one cannot, which
leads to the coupled channel problem.

A first step is the calculation of finite volume
energies, where one uses the three quark inter-
polators as well as Σπ, NK̄ - and possibly Λη
for multihadronic systems. Particularly, it is im-
portant to have a diverse basis, to guarantee an
efficient variational method. A larger basis helps
analyzing the asymptotic behavior of the corre-
lation function. In comparison one now expects
a good interpolator with little noise in 1

2

−, 1
2

+.
For calculation in the moving frame, one needs
to get a connection between the finite volume
energies one knows how to extract and the scat-
tering amplitude. This is achieved by Lüscher’s
method. In the moving frame the symmetry of
the lattice is reduced. In Lüscher’s equation this
reduction of symmetry leads to the problem that
other continuum quantum numbers appear too.

Therefore, one considers the energies of close by
states with those quantum numbers. A promi-
nent example is Λ(1520) ( 32

−
))

In order to treat such high spin states, one has
to improve computational methods. Progress
has been made in [1] by introducing operators
with displacements of the quarks within the
baryon operator. Reverence [2], however, uses
a completely independent, purely group theo-
retically evolved set of operators for the same
task. This report shall do the groundwork for
developing a computationally efficient mapping
between these operator sets. This must consist
of a linear combination of the used operators.
The mere superposition of all, however, is likely
to produce too much noise to allow identifying
the asymptotics.

2 Correlation functions and lattice
interpolators

This chapter as well as much of the notation is
based on [5].

Hadron interpolators serve to build creation
and annihilation operators by choosing the
quantum numbers of interest. One differes
between the interpolators of baryons and
mesons. This chapter treats systems consisting
of 3 valence quarks and neglects all other
phenomenologies.

Let be a Hilbert space operator such that

< O(nt)Ō(0) > =
∑
k

< 0|Ô|k >< k|Ô⊤|0 > e−niaEk

= Ae−ntaEH (1 +O(e−ntaδE)),

(2)

with A = const, the lowest state |H > with cor-
responding energy EH and < 0|Ô|H ≯= 0. The
task is to find an Ô that fits state and quantum
numbers.
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Λ consists of u,d,s. Thus an interpolator takes
the form

OΛ(n) = ϵabc(sa(n)(ub⊤(n)Cγ5dc(n))+

+da(n)(u
⊤
b (n)Cγ5sc(n))+

+ua(n)(d
⊤
b (n)Cγ5sc)).

(3)

By summing up the color indices with the Levi-
Cevita tensor one concludes that the interpola-
tor is a color singlet and also gauge-invariant.

Another quantum number is parity which
yields

OPΛ (n, n4) = γ4OΛ(−n, n4). (4)

This translation of the spatial vector (n → −n)
can be neglected when projecting to 0 momen-
tum. The parity projectors are

P± =
1

2
(1± γ4). (5)

Projection to 0 momentum then simplifies to
P = ±1. One finds

ŌΛ = ϵabc(2(ūa⊤Cγ5d̄b)s̄cP±+

+(ūa⊤Cγ5s̄b)d̄cP±−
−(d̄a⊤Cγ5s̄b)ūcP±).

(6)

Let ΓA,ΓB be two matrices such that
(ΓA,ΓB) = (1, Cγ5). Then

OΛ± = ϵabcP±Γ
A(2sa(ub⊤ΓBdc)+

+da(ub⊤ΓBsc)−
−ua(db⊤ΓBsc))

(7a)

ŌΛ± = ϵabc(2(ūa⊤ΓB d̄b)s̄c+

+(ūa⊤ΓB s̄b)d̄c−
−(d̄a⊤ΓB s̄b)ūc)Γ

AP±.

(7b)

The corresponding correlator can be computed
by

< OΛ±(n)αŌΛ±(m)α > . (8)

3 Symmetry properties of quarks

In this paper we consider a uds baryon, Λ
that shall be uniquely identified. In order
to distinguish baryons from each other it is
necessary to introduce quantum numbers. This
is done by increasing the representation.

In this chapter the notation of [3] is intro-
duced. For a didactic explanation one starts by
considering mesons first, later adding the addi-
tional quark.

state 1 state 2 1 ↔ 2 interchange
u u uu
u d 1√

2
(ud+ du) 1√

2
(ud− du)

d d dd
symmetric antisymmetric

Tab. 1: Symmetry states for 2 objects in SU(2).

state 1 state 2 1 ↔ 2 interchange
u u uu
u d 1√

2
(ud+ du) 1√

2
(ud− du)

d u
d d dd
u s 1√

2
(us+ su) 1√

2
(us− su)

s u
d s 1√

2
(ds+ ds) 1√

2
(sd− ds)

s d
s s ss

symmetric antisymmetric
Tab. 2: Symmetry states for 2 objects in SU(2).

3.1 SU(2) representation

Considering solely the u, d quarks and the
isospin I = 1

2 , its projection is distinguished be-
tween the up state Iz = + 1

2 for the proton (uud)
and d state Iz = − 1

2 for the neutron (udd).
Let a system consist of two objects in SU(2).
Then there are 4 states of how the objects 1
and 2 can arrange that are given in table 1. The
sign in the table separates them into a symmet-
ric and an antisymmetric entry. In group the-
oretical terms this means 2 ⊗ 2 → 3 ⊕ 1. Any
number of u and d quarks can be arranged in
such a table.

3.2 SU(3) representation

This principle can be expanded to SU(3) by in-
troducing a new flavor s, which yields 27 com-
binations with 18 entries from 3⊗ 6 and 9 from
3 ⊗ 3̄ and are denoted in table 2. Expanding
by an other state means adding an additional
quark in the system, which then gives

3⊗ (3⊗ 3) → 3⊗ (6⊕ 3)

→ (10S ⊕ 8MS ⊕ (8MA ⊕ 1).
(9)

The results - without the trivial 10S are given
in table 3. S refers to a symmetric state,
MS to a mixed-symmetric, MA to a mixed-
antisymmetric and A an antisymmetric.



Sample file for reports using the gsipaper class 63

ψMS ψMA

P 1√
6
[(ud+ du)u− 2uud] 1√

2
(ud− du)u

N − 1√
6
[(ud+ du)d− 2udd] 1√

2
(ud− du)d

Σ+ 1√
6
[(us+ su)u− 2uus] 1√

2
(us− su)u

Σ0 1√
6
[s(du+ud√

2
) + (dsu+usd√

2
)− 1√

2
[ dsu+usd√

2)−s(ud+du√
2

)

−2(du+ud√
2)s

Σ− 1√
6
[(ds+ sd)d− 2dds] 1√

2
(ds− sd)d

Λ0 1√
2
[dsu−usd√

2
+ s(du−ud)√

2
] 1√

6
[ s(du−ud)√

2
+ usd−dsu√

2
−

− 2(du−ud)s√
2

Ξ− − 1√
6
[(ds+ sd)s− 2ssd] 1√

2
(ds− sd)s

Ξ0 − 1√
6
[(us+ su)s− 2ssu] 1√

2
(us− su)s

ψA
Λ0
1

1√
6
[s(du− ud) + (usd− dsu) + (du− ud)s]

Tab. 3: MS, MA, A symmetry representations for octet states of the 3 quark system.

4 Group theory on the lattice

4.1 Octahedral group

One generally considers a cubic lattice. Here
rotational symmetry applies which is broken by
the finite octahedral group O. O consists of 24
elements by which the system can be rotated
with respect to a point or a point on the lattice
can be rotated with keeping the coordinate
system fixed, which are equivalent arguments.

The irreducible representations (irreps) play
an important role because the states of the con-
tinuum angular momentum can be described by
the states we find in specific patterns of the ir-
reps. For finite groups there is an equivalience
between the number of irreps and that of con-
jugacy classes. Therefore O has 5 single-valued
irreps. Their number is calculated by the equal-
ity of the number of squared dimensions and the
number of group elements. We find 1,1,2,3,3 di-
mensions. Mulliken convention calls the corre-
sponding irreps A1, A2, E, T1, T2.
In quantum physics the patterns of these groups,
correspond to the rotational symmetry group
SU(2) with spin J . Diverse connections of irreps
provide different quantum numbers J as listed
in the table below.

4.2 Double octahedral group

Since baryons are half-integer particles, the ir-
reps need double-value. This is accieved by the
introduction of new generators. The new irreps

J Λ
0 A1

1 T1
2 E ⊕ T2
3 A2 ⊕ T1 ⊕ T2
4 A1 ⊕ E ⊕ T1 ⊕ T2

Tab. 4: Angular momentum and corresponding ir-
rep. for O.

J Λ
1
2 G1
3
2 H
5
2 H ⊕G2
7
2 G1 ⊕H ⊕G2

Tab. 5: Angular momentum and corresponding ir-
rep. for OD.

G1, G2 have irrep dimension 2 and H has di-
mension 4.

5 Construction of the baryon
operator

First of all one wants to reduce the number
of quark labels by symmetry argumentation.
Baryons are color singlets. Thus they allow
solely antisymmetric combinations of the colors
of the involved quarks. Secondly, the baryon op-
erator will also need to be antisymmetric under
the exchange of any quark-pair, which is auto-
matically fulfilled because they are constructed
by Grassmann algebra, which anticommutes.
Consequently, there are three remaining quark-
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labels (flavor, spin, spatial projection).
Let {x, y, z} be a set of three quarks and

{ϕ1, ϕ2, ϕ3} the corresponding generic three-
quark operator. FΣf

is the flavor, SΣs
the Dirac

spin and DΣD
the spatial projection operator.

The sums in the suffix indicate the symmetry
combinations they allow. Then we can define
an operator

B = (FΣf
⊗ SΣs

⊗DΣD
){ϕ1ϕ2ϕ3}. (10)

For simplicity the spatial projection will further-
more be neglected as is done in local and quasi-
local operators.
Since bosons have symmetric wavefunctions, the
final B operator needs to be symmetric too.
Thus the operators need to fulfill the symme-
try property

{1}S{2}S = {1, 2}S (11a)

{1}A{2}A = {1, 2}S (11b)

1

2
({1}MS{2}MS + {1}MA{2}MA) = {1, 2}S ,

(11c)
where 11c guarantees the overall symmetry. The
labels 1 and 2 represent spin and flavor respec-
tively in this particular example.
This shows that the task of the construction of
the baryon operator can be split into the Dirac
spin and the flavor (and spatial projection) part.

5.1 Dirac spin

Let ρ, s be two different spinors with two dif-
ferent spin orientations each labeled +, -, rep-
resenting spin up and down states. The sym-
metries of the spinors direct product ρ ⊗ s are
listed in table 4.

Plugging this into the previous table and

applying the direct product
∣∣∣∣ρ1 ρ2 ρ3
s1 s2 s3

〉
=

|µ1, µ2, µ3 > yields to Table 6 and thereby ver-

ifies [1]. Here the shorts read
∣∣∣∣+ . . .
+ . . .

〉
=

|1, · · · >,
∣∣∣∣+ . . .
− . . .

〉
= |2, · · · >,

∣∣∣∣− . . .
+ . . .

〉
=

|3, · · · >,
∣∣∣∣− . . .
− . . .

〉
= |4, · · · >. With fi be-

ing the flavor of the ith smeared quark q in the

baryon the first line of the table reads

−2(qf13 q
f2
3 q

f3
2 + qf13 q

f2
2 q

f3
3 +

qf12 q
f2
3 q

f3
3 ) + qf13 q

f2
4 q

f3
1 +

qf14 q
f2
3 q

f3
1 + qf13 q

f2
1 q

f3
4 +

qf14 q
f2
1 q

f3
3 + qf1qf23 q

f3
4 +

qf11 q
f2
4 q

f3
3

(12)

5.2 Flavor
In this review the example of a Λ8 baryon is
considered, which is a flavor octet with

ϕMS =
1√
2
(|sud >MS −|uds >MS)

ϕMA =
1√
2
(|uds >MA −|uds >MA)

(13)

5.3 Baryon operator
Thus 10 becomes

B =
1

2
((|ρ >S |s >MS +

1√
2
(−|ρ >MS |s >MS +|ρ >MA |s >MA))

(|sud >MS |uds >MS)+

(|ρ >S |s >MA +

1√
2
(|ρ >MS |s >MA +|ρ >MA |s >MS))

(|sud >MA −|uds >MA))

(14)

6 Conclusion and Outlook

This report verifies the results of [1]. The con-
struction of [2] was followed till the MAPLE pro-
gram. A next step for understanding was to re-
quest this program. Then the mapping between
the displacement operators and the solely math-
ematically constructed operators can be per-
formed.
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symmetry embedding ρ⊗ s
S 1 1√

2
(|ρ >MS |s >MS +|ρ >MA |s >MA)

1,2 |ρ >S |s>S
MS 1,2 |ρ >S |s >MS

3 1√
2
(−|ρ >MS |s >MS +|ρ >MA |s >MS)

MA 1,2 |ρ >S |s >MA

3 1√
2
(|ρMS > |s > sMA + |ρ >MA |s >MS)

A 1 1√
2
(−|ρ >MS |s >MA +|ρ >MA |s >MS

Tab. 6: Dirac spin symmetry and direct product of Dirac spinors for 1
2

spin

symmetry |J,m >
S |+++ > | 32 , 32 >

|++−>+|+−+>+|−++>√
3

| 32 , 12 >

|+−−>+>−+−>+>−−+>√
3

| 32 ,− 1
2 >

| − −− > | 32 ,− 3
2 >

MS 1√
6
(2|++− > −|+−+ > −| −++ >) | 12 , 12 >

− 1√
6
(2| − −+ > −| −+− > −|+−− >) | 12 ,− 1

2 >

MA 1√
2
(|+−+ > −| −++ >)) | 12 , 12 >

1√
2
(|+−− > − > −+− >) | 12 ,− 1

2 >

Tab. 7: S, MS, MA combinations for quantum states |J,m > .
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Λ k λ S Dirac indices µ1, µ2, µ3

G1g 1 1 -2(332+323+233)+341+431+314+413+134+143
2 1 2(144+414+441)-234-342-423-243-324-432
2 2 -2(223+232+322)+214+124+241+142+421+412

Λ k λ MS Dirac indices µ1, µ2, µ3

G1g 1 1 2(112)-121-211
1 2 -2(221)+212+122
2 1 2(332+314+134)ä341-323-143-431-413-233
2 2 2(441 + 423 + 243) + 432 + 414 + 234 + 342 + 324 + 144
3 1 2(332 + 413 + 143) + 323 + 233 + 134 + 314 + 341 + 431
3 2 2(441 + 324 + 234) 414 144 243 423 432 342

Gu1 1 1 2(114 + 132 + 312) 123 141 321 213 231 411
1 2 -2(223 + 241 + 421) + 214 + 232 + 412 + 124 + 142 + 322
2 1 2(334) 343 433
2 2 -2(443) + 434 + 344
2 1 2(332+314+134)-341-323-143-431-413-233
2 2 -2(441+423+243)+432+414+234+342+324+144
3 1 -2(332+413+143)+323+233+134+314+341+431
3 2 2(441+324+234)-414-144-243-423-432-342

G1u 1 1 2(114+132+312)-123-141-321-213-231-411
1 2 -2(223+241+421)+214+232+412+124+142+322
2 1 2(334)-343-433
2 2 -2(443)+434+344
3 1 2(114+231+321)-141-411-312-132-123-213
3 2 -(8223+142+412)+232+332+421+241+214+124

Λ k λ MA Dirac indices µ1, µ2, µ3

G1g 1 1 121-211
1 2 122-212
2 1 143-233+323-413+341-431
2 2 144-234+324-414+341-432
3 1 -233+323+134-314-341+431
3 2 -414+144-243+423+432-342

G1u 1 1 123-213+141-231+321-411
1 2 124-214+142-232+322-412
2 1 343-433
2 2 344-434
3 1 -141+411-312+132+123-213
3 2 232-322+421-241+214

Tab. 8: List of Dirac indices for given symmetry groups Λ, and embeddings.
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GPU Simulations of Nonlinear High-current Beam
Dynamics

García Gil, Pablo
University of Vigo (Spain), pablogarciagil16@gmail.com

The aim of this project is to obtain a new tracking simulation for the heavy-ion syn-
chrotron SIS100 based on the recent xsuite library. With this we intend to obtain
a new more universal simulation that can run on more devices thanks to the use of
OpenCL instead of CUDA as a communication API to the GPU, allowing computa-
tion on Nvidia and AMD graphics cards as well as on CPUs.

1 Introduction

The tracking simulation of a synchrotron con-
sists of the update of the position and mo-
mentum coordinates of particles as they pass
through every element of the accelerator. This
process is known as tracking the lattice, the set
of accelerator elements. In addition to this lat-
tice tracking, the space charge effects should be
added. These effects consist of the Coulomb re-
pulsion force between particles because of their
charge and is simulated by adding between the
elements of the lattice a new element called
space charge node (SC node).
The stable version of the simulation uses the
library SixTrackLib [?] for the lattice tracking
and the library PyHEADTAIL [?] for the space
charge effects. PyHEADTAIL uses CUDA as
GPU communication API which only allows the
use of Nvidia cards for computing. The aim is
to develop a new version of the simulation using
the xsuite [?] library that gives the same results
as the stable version. Switching to xsuite would
provide greater versatility by allowing the use of
any type of GPUs and CPUs thanks to the use of
OpenCL as API. This change allows to run sim-
ulations on the new cluster of 400 AMD Radeon
Instinct MI100 available at GSI with great com-
putational power. The original simulation script
has been developed to analyse the space-charge
limit of the FAIR synchrotron SIS100 [?].

2 Results comparison

It is necessary to compare both codes to make
sure that both give the same results. The space

charge effects and lattice tracking have been
analysed independently and are finally put to-
gether in one single script. This way it is easier
to locate and measure the differences found.

2.1 Tracking effects
This script has as a starting point the files gen-
erated for MAD-X [?] that define the accelerator
lattice. From these we have to import to xsuite
the set of elements that represent as faithfully as
possible the accelerator. Both simulation scripts
have the same MAD-X files to ensure that both
lattices are exactly equal. The same particle
beam distribution was used in both codes, which
were found to be identical before tracking.

2.1.1 Difference in the definition of the
longitudinal coordinate ζ between codes

Xsuite uses from version 0.14 on-wards a ζ vari-
able that represents the particle longitudinal po-
sition which has a different definition from the
ζ found in SixTrackLib. The definition of the
variables are

ζstl = s− βct (1)
ζxsuite = s− β0ct (2)

where s is the absolute position in the accelera-
tor, c is the speed of light and β represents the
particle velocity divided by the speed of light
while β0 represents the reference velocity of the
bunch divided by the speed of light. This change
must be taken into account using the following
conversion

ζstl =
β

β0
ζxsuite (3)

69
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2.1.2 Comparison between tracking codes

The positional coordinates and moment coordi-
nates after every lattice element in both codes
have been compared to look for differences in
the tracking of any element.
The figure 1 shows the difference of results
in the x-coordinate of a random bunch parti-
cle over one complete revolution and the po-
sition in x of the same particle at the differ-
ent points calculated by tracking. As it can be
seen in the figure, the difference is negligible.
The relative difference is on the order of mag-
nitude of 10−30, which is even less than double
floating point machine precision, so it has been
demonstrated that both codes perform equiva-
lent tracking. The maximum difference found
was 3.312× 10−29.

Fig. 1: Tracking differences along the lattice

2.2 Space charge interactions

There are different algorithms to apply the space
charge effects in the simulation. These simu-
lations use the PIC (particle-in-cell) algorithm.
PIC gives results more similar to real behaviour
but is more computationally expensive.

It must be taken into account that in the cre-
ation of the mesh needed for PIC algorithm Py-
HEADTAIL places a cell boundary at the origin
where xsuite places a cell center. This generates
a change in the mesh that could mean a small
change in the results, especially in this testing
phase where we are working with few particles
to speed up the program. To remedy this we
need to subtract the distance of a cell to the
right in xsuite to counteract this internal effect.

With this consideration it is possible to
achieve the same mesh for the calculations. This
gives the same conditions to both codes. This
difference in definition does not mean that one
code is less reliable than the other. The fact
of forcing the same mesh is to ensure that the
rest of the algorithm is the same. Compar-
ing the results the maximum difference found
was 2, 233× 10−06 which represents an error of
0.09%. This difference may be caused by the
way the two codes interpolate onto the mesh
but does not make a substantial difference.

2.3 Tracking and SC interactions
integration

In the development of the complete final script
some modifications were made to obtain a better
performance. Xsuite proposes the application of
the space charge interactions by the PIC method
by first applying nodes of a different method
and then replacing them with PIC nodes. This
method also creates a node for each location
which implies generating the same mesh for all
nodes as many times as there are space charge
nodes. This can be a waste of computational
power creating many nodes replicating the same
mesh multiple times.

The solution that has been proposed to this
problem consists of a function that searches for
the appropriate locations for each node. It then
places directly on the nodes a new object that
we have called SpaceChargeWrapper which con-
tains the desired length of the SC node and the
SC node object itself which is common to all.
This object has a track function that changes
the length of the PIC SC node and calls the
track function of this object. This allows to do
the usual tracking of the SC nodes with a single
object for different distances. A small flowchart
of all this is shown in figure 2.

3 Run times comparison

In this section the run times of both codes on
different platforms are compared in order to un-
derstand in which situation it is better to use
each code. It is also analysed which part of each
code is the slowest.
To monitor execution times we use the python
function cProfile which allows us to obtain de-
tailed times for each function and instruction.



GPU Simulations of Nonlinear High-current Beam Dynamics 71

Fig. 2: SpaceChargeWrapper creation and tracking

3.1 Computing time of the main parts
of the code

The execution times of the main functions of
the code have been compared in order to find
out which are the most time-consuming. It has
been observed that even with a low number of
turns, tracking takes most of the time. Already
in a simulation of only 10 turns for a million par-
ticles and a thousand SC nodes it has been ob-
served that in both libraries the tracking exceeds
70% of the total run time. It is most logical as
a measure of the speed of the codes to focus on
the time it takes for a turn around the accel-
erator lattice. The difference in these two time
values will be noticeable in simulations with a
high number of turns, where time is crucial.

3.2 Time measurement
We have obtained the times for different number
of turns for each code in a set of platforms and
we have seen that there is a clear linear relation-
ship between the number of turns, as expected.
From a linear fit we have obtained the time ver-
sus the number of laps so that we can compare
the slope of these straight lines which represents
the cost in time of a turn without taking into ac-
count the setup preparations. The slope and the
R2 of the linear fits are shown in the table be-
low and a graphic representation is shown in the
figure 3.
Simulation times as reported in Table 1 were
taken for one million particles and 1000 SC
nodes. The hardware devices used to obtain the
results were the GPUs NVIDIA GeForce RTX
2080 Ti and the AMD Radeon Instinct MI50
as well as the CPU AMD Ryzen Threadripper

1950X. The GPUS have run the code with ei-
ther CUDA or openCL while the CPU has run
on a single core.

Tab. 1: Timing linear fits
Code - device Time/turn(s) R2

Pht+stl - RTX 9.130 0.999
Xsuite - RTX 12.719 0.999
Xsuite - MI50 21.448 1.000
Xsuite - CPU 728.736 1.000

Fig. 3: Different codes and devices timing

As a first conclusion, GPU usage is much
faster than CPU usage, as expected. This is
due to the fact that the GPU allows parallelisa-
tion of computation and in the case of the type
of operations needed for the simulation it is pos-
sible to take a big advantage of this.
The second point is that comparing both codes
in the same device (the NVIDIA GeForce RTX
2080 Ti) the stable versión of the simulation per-
forms better than the new xsuite one with a dif-
ference of more than 3 seconds per turn. Also
the new code on the AMD MI50 gets slower re-
sults than using the Nvidia with a relatively big
difference.

3.3 Timing of the difference between
tracking lattice and space charge
effects

The execution times of a lap on different plat-
forms have been taken to analyse the times
of the sub-processes in the different platforms.
Simulation times were also taken for one mil-
lion particles and 1000 SC nodes. The devices
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used were the same like in the previous section,
adding the GPU NVIDIA Tesla V100. The re-
sults are shown in figure 4.

Fig. 4: Tracking parts timing

What can be observed in this graph is that
in the case of stable code, the percentage of
space charge effects time is lower than in the
case of new code. This means that the xsuite
space charge effects code appears less efficient
than PyHEADTAIL. Furthermore, once again
it is observed that AMD cards perform slower
than Nvidia cards in the new code. However, the
time difference is small enough that exploiting
the AMD GPU cluster is still a big advantage.

4 Conclusions

The goal of establishing a new simulation script
for SIS100 running on AMD GPU cards has
been achieved. Using xsuite provides greater
versatility and now allows to use the AMD
GPU cluster at GSI for future simulation stud-
ies. However, it is clear that there is room for
improvement in performance: the xsuite based
script is up to a factor 4 slower on high-end
GPUs when comparing to the stable version of
PyHEADTAIL and SixTrackLib, especially the
PIC algorithm for space charge computations.

5 Script and complementary
information

The simulation script as well as the different
scripts and jupyter notebooks of the main tests

are available at the following github project:

https://github.com/pgarciagil/xsuitebenchmarksandcode
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stable and radioactive carbon ion beams
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The clinical outcomes of particle therapy can be enhanced by image guidance tech-
niques with positron emission tomography (PET) that can reduce the errors associ-
ated with range predictions. However these techniques are limited since 12C is not a
β+ emitter, but the signal is generated by a fraction of its fragments, leading to low
intensity signals to be detected. Therefore, β+ emitter beams and their preclinical ap-
plication are being studied within the BARB project, which benefits from the intensity
upgrade of the SIS-18 synchrotron and using a fragment separator FRS in the FAIR in
Darmstadt to produce a secondary 11C beam from a standard 12C beam, so different
characteristics are expected. Since the BARB aims to treat animals in the next years,
it is necessary to have a proper realistic beam description for treatment planning. In
this work, the 11C beam data, including the dose-depth distributions and spectra files
are calculated with FLUKA Monte-Carlo simulation for energies corresponding to a
range in water from 80 to 220 MeV/u with a 3 mm ripple filter. Subsequently, the
treatment plans using both 11C and 12C beams are simulated with TRiP98 for a study
mouse micro computed tomography (microCT). This is a first attempt of treatment
planning with a radioactive beam on a microCT to get a first impression on the dose
distribution in the upcoming experiment on the animal back tumor treatment.

1 Introduction

Radiotherapy is the best treatment for cancer
only after surgical resection, which can be dis-
carded if the tumor is considered inoperable
mainly due to the presence of critical organs in
its proximity. Heavy ions have shown a remark-
able performance compared to photons because
of their favorable depth-dose profile: the Bragg
Peak. This implies a much higher dose deposit
just before stopping, which is used to set the fa-
vorable energies to cover the tumor avoiding as
possible the surrounding tissue.

Nowadays, the number of heavy ion radiother-
apy facilities is increasing since the use of pro-
tons or carbon ions offer great physical advan-
tages for treating tumors [3,8]. Their main ben-
efit is the decreased lateral scattering and the
increased relative biological efficiency (RBE) by
up to a factor of 3, which makes them better
suited for treating more radioresistant, e.g., hy-
poxic tumors [8].

Image guidance radiotherapy delivery systems
with positron emission tomography (PET) rep-

resent a major improvement since it helps to
overcome the problem of range uncertainties by
monitoring the dose delivery. These uncertain-
ties are mainly associated with the conversion
of the patient CT in Hounsfield Units to water-
equivalent path lengths (WEPL). Other factors
affecting the ranges such are the CT quality and
physiological changes such as inflammation, ac-
cumulation of gas, fluids, etc. In other words,
these systems aim to ensure the delivery of pre-
scribed dose to the whole target volume. [7]

A direct β+ emitting beam enhances the sig-
nal increasing it by an order of magnitude and
shall also reduce the shift between measured ac-
tivity and dose and mitigate the washout blur of
the image with short-lived isotopes and in-beam
acquisition, eventually leading to sub-mm reso-
lution. In figure 1 is noticeable that the peak
in the activity from the isotopic projectile frag-
ments is visualized upstream of the Bragg peak,
because such fragments, lighter than the projec-
tile, have shorter ranges at the same velocity of
the primary ion [2].

After the successful pilot project with pa-
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Fig. 1: Dose (red curve) and activity (blue curve)
distribution along the beam for 11C (left)
and 12C (right) showing the shift between
dose and activity when stable ions are used.
[2]

tients in GSI (Darmstadt, Germany) from 1997
to 2008, nowadays the project Biomedical Ap-
plications of Radioactive ion Beams aims to
study the performance of a β+ emitting beam on
image guidance techniques with PET. The β+

emitting beams extraction is possible following
the upgrade of the intensity of the SIS-18 syn-
chrotron, using a fragment separator FRS in the
FAIR, an active beam scanner and a spherical
setting of detectors for a mouse in Cave M. [2]

The final goal of the BARB is to set a treat-
ment of an animal tumor with radioactive beam
with a reduced margin. This is the motivation
to set a base data describing the characteristics
of this secondary, non-standard 11C beam and
thus make a first attempt treatment plan in a
mouse geometry acquired with a µCT.

2 Methods

The general sequence to achieve the mouse mi-
croCT radiotherapy treatment planning was the
following.

1. Production of 11C base data in terms of
depth dose distributions and energy depen-
dent fragment spectra at different depth in
water with FLUKA Monte-Carlo simula-
tions. [1, 9]. The parameters used for pro-
ducing these base data were measured in
previous experimental campaign.

2. Hounsfield lookup table rescaling for the
microCT measurements.

3. Tumor and spine segmentation in 3D Slicer
[4].

4. Radiotherapy planning with TRiP98 [5]
with the above described 11C and the stan-
dard clinically validated 12C beam models

with similar plan parameters (target con-
tours, beam angle, optimization require-
ments).

For the beam calculation in FLUKA, a set of
energies corresponding to a range in water from
80 to 220 MeV/u with a step of 10 MeV/u were
considered as well as capabilities of GSI facil-
ity: a full width at half maximum of 12 mm for
the 11C beam and 5 mm for 12C. A comparison
between the beam-spot sizes and depth dose dis-
tribution for the used 11C and 12C beam used
in this study are shown respectively in figures 2
and 3.

Following the standards of TRiP98, for ev-
ery primary beam energy, the energy depen-
dent fragment spectra have been calculated at
77 depth in water [6], essential for the dose plan
optimization, specially the biologically-weighted
one. These parameters were measured in pre-
vious experimental campaign. A Ripple Fil-
ter (RiFi) of 3 mm is implemented in order
to slightly broaden the Bragg peak to ensure a
more homogeneous dose distribution in the tar-
get.

Fig. 2: Top: Axial view of the 150 MeV/u 11C
(left) and 12C (right) pencil beams. Bot-
tom: sagittal view of the 11C (left) and 12C
(right). Dashed lines indicate the positions
of the respective Bragg peaks. The colorset
describes the relative dose deposited by the
beam.

Since the patient of study is a mouse of ap-
proximately 3 cm region scanned with a mi-
croCT (micro computed tomography), it is
important to account the differences in the
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Hounsfield units for the soft tissues, organs and
bones between the microCT and clinical patient
CTs. Therefore a new lookup table was pro-
duced by scaling the existing TRiP table (see
table 1). The WEPL (water equivalent path
length) and Mouse columns were used as actual
entries for the mouse treatment planning.

Tumor and cervical region of the spine were
considered, since the second one is an organ at
risk. These volumes were manually and thresh-
old segmentation contoured respectively with
3D Slicer. The general treatment setting used in
TRiP98 is one field orthogonal to the target for
a physical dose of 3 Gy. This same treatment
was optimized for both 11C and 12C beams.

Tissue Human Mouse WEPL
Air -1000 -1000 0.001

Lung -798 -798 0.244
Lung -750 -750 0.297
Fat -108 -108 0.943
Fat -75 -75 0.977

Water 0 0 1
Brain 32 83 1.033
Liver 55 130 1.049
Liver 67 170 1.065
Bone 262 700 1.095
Bone 1974 5500 1.778

Tab. 1: Hounsfield lookup table produced to account
the tissue differences between the mouse mi-
croCT and clinical patient CTs.

3 Results

3.1 Beam calculation using FLUKA

The FLUKA results represent a useful basic
repository for setting the 11C beam. Figure
3 compare the water depth dose distribution
curves for 3 energies with both beams and figure
4 shows the fluence of primary 11C beam at 100
MeV/u as a function of the depth in water. The
different momentum spread in the case for the
11C and 12C causes an additional enlargement
of the Bragg peak to the one caused by the RiFi;
0.94% in the case of 11C and nominally less than
0.01% for 12C.
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Fig. 3: Normalized depth-dose distributions for 11C
and 12C of 80, 140, and 220 MeV/u in wa-
ter. The different momentum spread in the
case for the 11C and 12C causes an addi-
tional enlargement of the Bragg peak to the
one caused by the RiFi.
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3.2 Treatment planning on a mouse
microCT

Both plans were optimized for the physical dose
of 3 Gy. The resulting raster files contain 7 en-
ergies for each ion, in the ranges of 92 to 105
Mev/u for 12C and 101 to 108 MeV/u for 11C.
The total numbers of particles are 6.5×107 12C
and 1.5 × 108 for 11C. In the actual experi-
ment the doses will be higher (10 or 15 Gy) and
thus to give the estimation of the irradiation
time, the respective numbers of particles can be
scaled. Assuming the planned dose of 15 Gy
and 1× 107 particle per second for the 11C and
1× 108 particle per second for the 12C, the de-
livery time will be 75 s and 3.25 s respectively.

A sagittal view of the dose distributions of
11C and 12C on a mouse back (black contour)
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are shown in figure 5 and a dose-volume his-
togram comparison is shown in figure 6. It is
important to remark the small size of the pa-
tient.

The results confirm the functionality of the
beam simulation. With the same plan settings,
the dose distribution of 11C, being comparable
to the one of 12C, is slightly less homogeneous
in the target area and extends further laterally.
The latter fact might lead to the stronger dam-
age to the spinal cord; however, it can be pro-
tected during the actual experiment.

Fig. 5: Sagittal view of the treatments with 11C
(top) and 12C (bottom), color-scale for the
deposited dose in MeV/u. The black contour
represents the tumor, which is located on the
back of the animal.

4 Conclusions

The new base data produced for 11C beams for
the GSI settings was successful as well as the
first attempt of treatment planning for a small
mouse tumor, since it provides relevant infor-
mation plan the required field size and the dose
distribution in both the target and the spinal
cord, which will be tried to be spared by adding
a bolus or compensator to the back of the mouse
to limit the field only to the tumor area.
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Fig. 6: Dose volume histogram comparison for the
11C and 12C treatment plans optimized on
a mouse microCT. Data is shown both for
the tumor and the spine (organ at risk).

5 Future work

These plans were optimized assuming the same
tumor contours for both ions. In the BARB the
experiment, the tumor contours will be slightly
expanded for 12C plans, assuming the ranges
cannot be monitored precisely and thus need
some safety margin for that to ensure the uni-
form tumor irradiation.
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Pressure and temperature logging and control
systems for SHIPTRAP
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For high-precision mass measurements of heavy nuclei at the SHIPTRAP mass spec-
trometer, monitoring and controlling of parameters such as temperature and pressure
are required. In this work several applications were designed which monitor vacuum
and temperature, and control gas flow and heating power. Data storage was migrated
to a time-series database to facilitate the monitoring of these parameters.

1 Introduction

Precision mass measurements with uncertainties
on the order of 10−7 to 10−10 can provide infor-
mation on the nuclear shell structure of atomic
nuclei or inputs to nucleosynthesis calculations
among other motivations [1]. Penning traps are
one such tool that can be used to measure the
mass of short lived isotopes with t 1

2
≈ 0.1 s [2].

At GSI/FAIR in Darmstadt the mass of super-
heavy elements such as 257Rf, which can only be
produced in fusion-evaporation reactions, can
be measured using the mass spectrometer SHIP-
TRAP. SHIPTRAP is located downstream from
the in-vacuum separator SHIP, which separates
the fusion-evaporation fragments produced from
the interaction of a wheel target and an ion
beam from UNILAC. The selected ions from
this interaction are then transported to a cryo-
genic buffer gas cell where they are slowed from
MeV to eV energies. From there the ions are
extracted through a nozzle, using the fast gas
flow and a radiofrequency quadrupole (RFQ).
The ions are then sent to a purification Pen-
ning trap where the background can be further
reduced before finally being sent to the measure-
ment Penning trap.
A Penning trap is a series of electrodes defining
a 3D quadrupolar electrostatic potential. Com-
bined with a homogeneous magnetic field usu-
ally generated by by a superconducting coil kept
below Tcrit using a liquid helium bath to confine
ions axially and radially. The ions perform a pe-
riodic motion whose frequency is

νc =
1

2π

q

m
B. (1)

Here q is the charge of the ion, m is its mass
and B is the applied magnetic field. Therefore,
measuring the cyclotron frequencies of the ion
of interest (IoI) and a reference ion (Ref) with
a well-known mass enables the determination of
the ion of interest’s mass with a very high pre-
cision, since

νRefc

νIoIc

=
qRefmIoI

qIoImRef
(2)

When the Penning trap’s electrostatic field is
added, the resulting motion can be expressed
as a combination of three independent compo-
nents: two in the radial plane and one in the ax-
ial direction as depicted in figure 1. If the aligne-
ment of the magnetic and electric fields are al-
most perfect νc can be oTTained using the sum
of the frequencies of the two radial motions [3]:

νc = ν+ + ν−.

To determine the mass of isotopes to a high
precision a technique known as phase-imaging
ion-cyclotron resonance (PI-ICR) has been de-
veloped in the last decade and makes use of the
above relation. PI-ICR measurements use a po-
sition sensitive detector placed outside of the
magnetic field; this detector images the posi-
tion of the trapped ion at the time of ejection.
By ejecting the ion at different times the phase
acquired can be measured, allowing for the re-
spective motional frequency to be calculated [2].
A requirement for mass spectrometry using Pen-
ning traps is that the magnetic field must be
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stable during the course of the measurements.
The magnetic field intensity is sensitive to en-
vironmental conditions. For example, the fre-
quency of the reference ion 133Cs can vary by
about 200 mHz/K with the trap temperature
and by 8 mHz/mbar with the liquid helium ves-
sel’s pressure. Therefore, stabilisation of these
parameters is required to attain the required
precision. In contrast to other facilities, SHIP-
TRAP has rather long measurement campaigns,
with single measurement campaigns lasting sev-
eral hours.

Axial Modified
cyclotron

Magnetron
     (–)

Overall
motion

(+)

Fig. 1: The path of the ion is shown in black. The
motion consists of three independent com-
ponents, shown in red, blue and green. Us-
ing appropriate burst of RF an independent
component can be probed [1]

This is due to the extremely low production
cross-section of the heaviest nuclei, and leads to
the daily fluctuations of environmental param-
eters being a significant source of measurement
error. To mitigate this, previous works have im-
plemented a PID temperature control system,
reducing the magnet temperature fluctuations
to ±10 mK [4].
The purpose of this project was to create several
applications that would log and control some
of the various pressure gauges, flow controllers
and temperature probes. In particular the trap
temperature stabilisation system of SHIPTRAP
was redesigned to improve stability. In addition
the data logging system was migrated to an In-
fluxDB database.

2 Methodology

2.1 InfluxDB

InfluxDB is an open source time-series database.
It allows for the collection, storage, processing
and visualisation of time-stamped data. The
timestamped data is stored in a bucket, which
is a data container with a set retention period.
Each data point is labeled using tags, which are
indexed to improve searching performance [5].
An advantage of InfluxDB is that it stores in-
formation so that it is easily searchable, and its
retention policy ensures that the data can be
downsampled and deleted appropriately.
Once the data has been stored an interactive
visualisation web application such as Grafana
can query the database and then display the
data. Correlations between PI-ICR measure-
ments and experimental parameters can then be
easily identified.

2.2 LabVIEW

LabVIEW is a graphical programming software
that has a multitude of functions to log data
and allow for the easy interaction of physical
devices [6]. Instead of traditional text coding
functions, it makes use of objects called Vir-
tual Instruments (VIs). Each VI has a certain
function. These VIs are connected together in
a block diagram to visually design systems and
objects that can be interacted with. The cre-
ated objects, such as indicators, graphs, and
controls are interacted with via the User Inter-
face (UI). The code can be executed directly as
an interpreted language would, or compiled into
an executable. Devices were connected through
a General Purpose Interface Bus (GPIB) or a
serial port. Functions from several instrument
libraries were then used to send/interpret sig-
nals to/from the different devices .
Two VIs had been previously made by the SHP
group specifically for using InfluxDB. One to
convert the readings received from the various
instruments into an InfluxDB friendly format
and another to group and send the readings to
the database. The OpenG Library was used
within these VIs.
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3 Results and discussion

3.1 Vacuum monitoring and gas flow
control

Two separate applications were designed; one for
monitoring the vacuum at various sections of the
experiment and another to control the gas flow
at various points of the setup. Vacuum moni-
toring (VM) is performed using several different
pressure gauges (depending on vacuum condi-
tions) connected to one of three Pfeiffer TPG
256 Maxi Gauges. This Maxi Gauge communi-
cates with the computer using a serial port.
The designed LabVIEW application can com-
municate with any of these Maxi Gauges and
sends the pressure values from the appropriate
pressure gauge to the InfluxDB database. The
name of the pressure gauge being monitored can
be selected using a drop down menu, as seen in
figure 2. If there are issues no value will be
sent to the database and a message will appear
notifying the user of the error code and mean-
ing. By default values are collected and sent
to the database every 3 s. A fast acquisition
option can be activated e.g. during pumping or
gas injection, which will send information to the
database every 0.5 s.

Fig. 2: UI of the VM application. The name of the
pressure gauge can be selected and monitor-
ing is turned on using a button.

Gas flow to various parts of the system is
controlled using several Pfeiffer RVC 300 flow
controllers. An application was designed using
an event structure, to handle several commands
that could be sent to the flow controllers. These
commands are ’read actual flow’, ’set flow to x

mbar’ and ’stop gas flow’. In figure 3 the UI of
the application can be seen. The name of the
flow controller (indicating its location) can be
chosen and a maximum flow rate should be se-
lected. This is to ensure that accidental chang-
ing of the gas flow rate won’t result in damage
to the experiment. The actual flow rate value is
sent to the database.

Fig. 3: The UI of the gas flow control application. A
flow and maximum flow limit can be set, and
gas flow can be turned off using a button.

3.2 Temperature monitoring and
control

The trap Temperature (TT), environmental
temperatures, and the pressure of the liquid he-
lium are monitored using a Keithley 2700 mul-
timeter. The TT is stabilised using a heater
attached to a Keithley 2303 power supply, and
a PID. Similar to the pressure logging and flow
control system, two applications were designed
for temperature monitoring and control. These
two applications run in parallel, with the tem-
perature monitoring (TM) application sending
TT values to the temperature control (TC) ap-
plication.

The TM application (figure 4) checks the TT,
environmental temperatures and liquid helium

Fig. 4: UI of the TM application for the supercon-
ducting magnet.



82 Hartigan, Briain Drew

pressure over 8 s, and queues the TT values to
be read by the TC application. It sends all of
the collected values to the InfluxDB database.

Fig. 5: UI of the TC application for the supercon-
ducting magnet.

Once the TT values have been sent to the TC
application, they are added to a running aver-
age. This running average is continuously fed
into a PID function which adjusts the voltage
to ensure that the system remains at a temper-
ature set by the user. Using a running average
reduces the effect of instrument noise. Looking
at figure 5 there is also an option to turn off the
PID and set the voltage provided to the heater
to a constant value.
Testing over a 6 hr period shows a trap tempera-
ture stability of ±10 mK as can be seen in figure
6. Several errors from the previous control sys-
tem concerning starting of temperature control,
storage of data and warning messages from the
power supply were solved, improving the sys-
tem stability. Some possible improvements to
the application could be implemented, such as
shortening the VM stopping time or making a
more straightforward method to turn off the TC
heating.

4 Conclusion and future outlook

Monitoring and control of the environmental
and systematic factors of SHIPTRAP are cru-
cial for precise mass measurements of the low
production yield ions. The vacuum throughout
the system can now be easily monitored using
InfluxDB, as well as the temperature of the su-
perconducting magnet. The gas flow into the
different parts of the setup can now be remotely
controlled and monitored, and the temperature
of the superconducting magnet is well stabilised.
In the future, the ion position and time-of-flight
to the detector could also be stored in the In-

fluxDB database. This would make it easier to
verify the measurement conditions and to check
for correlations.
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Fig. 6: Realtime visualisation of the TT , PID output voltage, environmental temperatures and the liquid
helium pressure over a 6hr period using Grafana.
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The FRS Ion Catcher group in GSI Helmholtz institute is known for it’s high reso-
lution radioactivity measurements using their precise detecting procedure. In order to
carry out these precise measurements there is a need for an independent measurement
outside the procedure to get a good estimation for the measured quantities involved.
This report outlines the measurements of the isotope 148Gd in a different setup before
placing it in the precise detecting procedure facility.

1 Introduction

The FRS Ion Catcher experiment in GSI
Helmholtz institute specializes in high accu-
racy mass and radioactivity measurements, from
both beam lines and static radioactive sources.
For the purpose of beam line measurements,
the setup of the system includes a stopping cell
which contains high pressure Helium and stops
the incoming ions of the beam by collisions be-
tween the ions and the Helium molecules. This
procedure allows a precise mass and activity
measurements for the ions that comes from the
beam line. Since the static radioactive sources
are placed in the stopping cell as well, there is a
certain amount of chemical loss for the radioac-
tive yields due to paring to the Helium or to
other gasses that accidentally happened to be
in the cell. In order to account for these losses,
and other ones which are not mentioned here,
we need to have a precise independent measure-
ment of the sources before placing them in the
stopping cell. The following measurements of
148Gd were done in a different setup before more
accurate measurements carried out in the stop-
ping cell. The properties of the different setup
are detailed in the following section.

2 Experimental Setup

The experimental setup consists of 2 Vacuum
pumps, vacuum chamber, silicon detector, am-
plifier, an oscilloscope, a multichannel buffer
and the Maestro interface program. A sketch
of the system is presented in figure ??.

Fig. 1: Sketch of the system

The vacuum operation consist of the follow-
ing pumps: an Agilent IDP3 Pump and Pfeiffer
TCP Turbo Pump. The vacuum pumps induced
a pressure of 10−6

mbar, in order to reduce the back-
ground noise inside the chamber as much as pos-
sible. The vacuum chamber was used to hold the
source and the detector in a constant distance
for the entire time of each measurement. That
was done using the upper part of the chamber,
as shown in figure ??. There were three different
heights for the entire experiment: 5 cm for the
calibrators measurement, 10.6 cm for the first
measurement and 2.5 cm for the second mea-
surement. The silicon detector that was used
was placed on top of the vacuum chamber and
was used to detect the alpha particles coming
from the source. The silicon detector was con-
nected to the ORTEC142 Amplifier which was
connected to the ORTEC 926 ADCAM Multi-
channel Buffer from the other side. The MCB
was connected to the Maestro Program that
was installed on the computer which functioned
as the interface of the data acquisition proce-
dure. The energy resolution of the detection
was about ≈ 10keV . During the measurements
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95V bias voltage was used for the silicon detec-
tor. A broader explanation about the way of
operation and detection of the silicon detector
could be found in [?].

3 Data Analysis

3.1 Calibration
Before the measurements of the 148Gd a cali-
bration measurement was done. The calibrators
that were used and their suitable alpha particle
energy are detailed in table ??. The calibration
was done by the Maestro program as it assumes
a linear relation between the silicon ionization
voltage of the detector and the energy of the in
coming alpha particles:

E = a · channel + b (1)

Where channel is a standard name for the value
of the voltage of the detector. In order to ver-
ify the calibration of the system, firstly only 2
calibrators were set to the appropriate energy
values, which decides a certain a and b param-
eters for the linear relation between the energy
and the channel from Eqn. ??. Afterwards the
energy value of the third calibrator’s peak was
examined. After achieving a good calibration of
at most 1% error for the third calibrator’s peak,
the calibration measurement was finished and
system assumed as calibrated.

Isotope Emitted Alpha Energy [keV]

239Pu 5156

241Am 5485

244Cm 5804

Tab. 1: Alpha energies for 3 alpha calibration source

3.2 Energy Measurement Analysis
After calibrating the system the measurements
of the 148Gd source has started and the en-
ergy peak of the 148Gd was examined to make
sure the appropriate alpha kinetic energy is wit-
nessed. From prior database given in [?] the
148Gd value is Qα = 3271 keV. according to
that the expected alpha kinetic energy was cal-
culated:

Eαthe =
qα

1 + mα

mGd

= 3182 keV (2)

The experimental value of the alpha particle
kinetic energy was witnessed directly from the
Maestro program after the calibration measure-
ment was done successfully.

3.3 Activity Measurement Analysis
The value of the activity of the 148Gd source
was given by the manufacturer with the value of
Amanu = 4.318kBq From that value and the ac-
tivity loss of the 148Gd source the expected value
of the activity measurement was calculated:

λ(t) = λ0 exp
−λ0t (3)

Where λ(t) is the activity of the source after
time t and λ0 is the activity at time 0. After
placing the appropriate numbers from Eqn. ??
we got the expected value for the activity:

λthe = 4.135keV (4)

The detector was considered to have 100% ef-
ficiency, as stated in [?], so the only efficiency
that was considered for the activity measure-
ment of the 148Gd source was the geometrical
one. In other words, in purpose of calculating
the entire activity of the 148Gd source two steps
were taken. Firstly, the activity for a certain
solid angle covered by the detector was mea-
sured. Secondly this value was divided by prob-
ability of the alpha particles to arrive in this
specific solid angle. The probability distribu-
tion for an alpha decay assumed to be isotropic
so the efficiency was calculated by the simple
equation:

ηi =
θi
4π

(5)

Where θ is the solid angle calculated for each
measurement separately. From that value for
the geometrical efficiency the experimental ac-
tivity of the source was calculated:

λexpi =
cps

ηi
(6)

Where cps stands for counts per second mea-
sured by the detector and i takes the values 1
and 2 for each measurement separately.

3.4 Error Analysis
The errors that were accounted for in the exper-
iments has two parts:

a. The error of the counts per second
b. The error for the solid angle
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The first error is coming from the miss or over
counts by the data acquisition procedure. This
error was calculated by The Maestro program
and is noted here as ∆cps. Further details about
this error calculation can be found in [?].

The second error is due the calculation of the
solid angle that is used for the activity calcu-
lation. The solid angle calculation assumed a
point source where in fact the source is a circu-
lar source with a 5mm diameter. In order to ac-
count for this error a simulation was done in the
Giant4 program. The simulation simulated 106

events of alpha particles coming from the 5mm
diameter circular source with uniform distribu-
tion, to a 10mm diameter circular detector for
the 2 different distances of the 2 measurements.
The errors for the 2 measurements were taken
from this simulation and their values were:

∆θ1 = 1% (7)

∆θ2 = 7% (8)
The total error of the activity measurements

was calculated using Eqn.(??,??,??) by the fol-
lowing calculation:

∆λexp = 4π

√(
∆cps

θ

)2

+

(
cps∆θ

θ2

)2

(9)

4 Results

4.1 Calibration
Before the calibration, 3 alpha source was mea-
sured by the voltage of the detector, the results
are shown in figure ??. After getting reasonable
measurements a linear fit was performed accord-
ing the procedure explained in subsection 3.1.
The linear fit was made by the two right peaks
which assumed to be the isotopes: 241Am and
244Cm, and afterwards the calibration of the
left peak was examined, namely 239Pu.

Fig. 2: Before calibration: 3 alpha source

The linear fit of the first two calibrators yield
the following relation between the channel and
the energy of the alpha particles:

Eα = 1.6 · channel + 268 (10)

From that result the accuracy of the third
peak was examined. The energy difference be-
tween the examined peak and the known value
from table ?? were ≈ 0.1% and from that point
on the system was considered calibrated.

Fig. 3: After calibration: 3 alpha source

4.2 148Gd Measurements
After calibrating the system two measurements
were taken. The first for d = 10.6 cm and the
second for d = 2.5 cm, each measurement lasted
5000sec and a Gaussian fit was made for each
one. The energy of the alpha particles for each
measurement were taken from the Gaussian fit
and the activity outcome was calculated using
Eqn. ??.

For the first measurement the results are pre-
sented in figure ??. the value for the energy was
3183 keV, meaning less then 0.1% then theoret-
ical one calculated from Eqn.??.

Fig. 4: First measurement of the 148Gd source,
with distance 10.6cm
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The outcome for the activity:

λexp1 = 3.63± 0.040kBq (11)

With relative errors of:

∆λ1

λ1
= 1.1% (12)

For the second measurement the results pre-
sented in figure ??. The calculations for the
required quantities were exactly similar to the
first measurement. The value of the energy peak
yield 3200 keV which is less than 1% difference
from the theoretical value. For the activity the
result was:

λexp1 = 3.45± 0.340kBq (13)

With relative error of:

∆λ1

λ1
= 10% (14)

Fig. 5: Second measurement of the 148Gd source,
with distance 2.5cm

4.3 Discussions and outlook
The second measurement was taken mostly in
order to see the behavior of the resolution and
the errors grow relatively to the first measure-
ment. It is indeed behaves as expected. we can
also see that the fit is worse then the first mea-
surement. The cause for that is probably the
error of the solid angle which is much larger for
this measurement. Another indication for the
consistency of the results are the values of two
activity measurements. they are within error
bar of each other, which means that they verify
the value we got for the activity of the source.
After the expected behavior of the two measure-
ments was achieved, the value of the first mea-
surement was considered the final outcome of
the experiment.

Another important result to notice is the rel-
ative errors. The relative errors of both the cps
and the solid angle were very small, around 1%.
Therefore the activity also had a relative error of
the same order of magnitude. That lead to the
conclusion that there was an under estimation
of the errors along the experiment. The under
estimation of the solid angle is more probable
to be higher because than the cps error which
is determined by the Maestro program which is
reliable.

Although the results of both measurements
are consistent, further investigations must be
done in order to verify the activity of the 148Gd
source since there is a gap of ≈ 8σ between λthe
and λexp. The difference is an outcome of either
the detector damaged, the source is damaged or
the activity of the manufacturer is wrong. For
the purpose of deeper and more precise study
of the 148Gd isotope in the stopping cell, fur-
ther investigations should include activity mea-
surement of a well known source with the same
setup. In that way we could determine the rea-
son for our unexpected activity outcome and
check the validity of the setup.

5 Conclusions and Outlook

The activity of the isotope 148Gd was measured
in two different distances. The results yield un-
expected values by 10-15% off and ≈ 8σ and
therefore further investigations are necessary.
For further outlook The same system should
measure a well known activity source to deter-
mine whether the source is damaged, the detec-
tor is damaged or the manufacturer measure-
ments are not precise enough.
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We present two ongoing developments at the electron cooler of CRYRING: potential
removal of the compensation solenoid and addition of a trapped-ion clearing region
to the electron beam line. Considering potential removal of the solenoid, we provide
a comparison of the cooler performance in terms of longitudinal cooling force and
transverse cooling rates, finding no significant difference in both cases. By numerical
studies of the space charge potentials, we show that addition of clearing electrodes is
possible by modification of an existing drift region at the exit of the cooler section.

1 Electron Cooling

1.1 Introduction
CRYRING@ESR is a relatively new addition
to the GSI/FAIR accelerator complex, comple-
menting the previously existing facilities by a
dedicated low-energy storage ring [1]. This re-
port presents two ongoing developments around
the electron cooler of CRYRING.

Electron cooling is an important beam prepa-
ration technique in experimental heavy-ion stor-
age rings [2]. The ion beam is overlapped with
a cold electron beam at equal average velocity.
By repeated collisions with the colder electrons,
any ion motion of velocity V⃗ relative to the co-
moving frame of the cooler beam is damped by
a stopping force F⃗ (V⃗ ), decreasing the velocity
spread of the ion beam in all degrees of freedom.

1.2 Theory Model

We can describe the cooling force F⃗ (V⃗ ) by
the semi-empirical model proposed by Parkhom-
chuk [3], where any component of the stopping
force Fi is expressed as

Fi = − 4e4neZ
2

(4πϵ0)2me

Vi

(
√
V 2
i + V 2

eff)
3
× Lc. (1)

The Coulomb logarithm Lc is expressed as

Lc = ln
ρmax + ρmin + ρL

ρmin + ρL
(2)

ne , ρL, and me are the electron density,
Lamor radius and mass, respectively, and Z

is the charge-state of the ion in the stor-
age ring. Veff is the effective electron veloc-
ity spread, usually different for the longitudi-
nal and transverse components of F⃗ . It is
related to the effective electron temperature
Teff = meV

2
eff/kB. The range of impact param-

eters of electron-ion scattering is constrained
by ρmin ≡ Ze2/[(4πϵ0me)× (|V⃗ |2 + V 2

eff)] and
ρmax ≡ |v⃗i|/(1/τtof +ωp) where τtof is the time-
of-flight of the ion in the cooler, vi its velocity
in the lab frame, and ωp is the plasma frequency
of the electrons.

In the late stages of transverse electron cool-
ing, the ion velocity Vi (with i ∈ x, y) is much
smaller than the electron velocity spread Veff .
Eq. (1) then simplifies to

Fi = − 4neZ
2e4

(4πϵ0)2me
Lc

Vi
V 3
eff

= −2λmiVi. (3)

This means the friction force leads to an expo-
nential decrease of all betatron oscillation am-
plitudes at the transverse cooling rate λ.

1.3 Electron space charge

The intense electron beam creates a space-
charge potential ϕSC. Together with the accel-
eration voltage Uacc, the latter defines the ki-
netic energy of electrons in the cooler beam:
Ee = e(Uacc − |ϕSC|). For a cylindrical beam
of radius R and homogeneous density ne, prop-
agating along the axis of a grounded vacuum
chamber of radius R0, ϕSC can be calculated
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analytically as

ϕSC(r) =
eneR

2

4ϵ0

{
1− r2

R2 + 2 ln R0

R for r ⩽ R,

2 ln R0

r for r > R,

(4)
where r is the radial position relative to the com-
mon chamber and beam axis.

2 Analysis of electron cooling
experiments

2.1 Motivation: Solenoid removal
CRYRING contains a solenoid magnet to
counter coupling of betatron motion of the ions
induced by the electron cooler magnetic guiding
field [4]. Removal of that compensation solenoid
could make room for additional experimental in-
stallations. However, removal of the compensa-
tion solenoid could also make optimal set-up of
electron cooling more difficult. Hence, a com-
parison of the cooler performance in both cases
is of interest.

2.2 Longitudinal cooling force
In June 2022, prior to the here-reported work,
the longitudinal component of the electron cool-
ing force F∥ was measured for both configura-
tions of cooler and compensation solenoid via
the bunched-beam phase shift method [5]. For
the tests, a beam of D+ was stored and cooled in
CRYRING at an energy of 2 MeV/u and at vari-
ous electron current densities. Within the frame
of this work, that data was analysed to check for
any differences in cooling performance.

In Fig. (1) we plot the relation between the
relative electron-ion velocities and the measured

Fig. 1: Longitudinal cooling force fits with and with-
out compensation solenoid.

drag forces for both configurations together with
fits of Eq. (1) to the data. The effective tem-
perature Teff is the free parameter. We found
that the effective temperature without compen-
sation of betatron coupling is 14.1±0.4 K and
with compensation is 13.7±0.2 K.

2.3 Transverse cooling rates
Transverse cooling performance was quantified
by analysis of the evolution of the beam en-
velopes during storage, also measured prior to
this work, in June 2022. According to Eq. (3)
the RMS beam size, measured via ionisation
beam profile monitors (IPMs), is expected to
shrink exponentially as a function of time in
the late stages of electron cooling. Various elec-
tron densities and initial beam excitiations were
probed. The period of exponential damping
needs to be identified “by eye”, which limits the
precision of the analysis. In the selected period
time, we fit the datasets via the equation

σ(t) = A exp(−t λexp) + σ∞ (5)

to obtain the cooling rate λexp and the final
beam sizes σ∞, as shown in Fig. (2). Neither
the fitted cooling rates λexp nor the final beam
sizes σ∞ exhibit significant difference between
the measurements with compensation solenoid
disabled or enabled. As the ions interact with
the cooler electron beam only for a fraction of
their revolution period in the ring, λexp is re-
lated to λ from Eq. (3) via λexp = λLcool/Cring,
where Lcool/Cring is the ratio of cooler length
and ring circumference.

2.4 Summary
We conclude that the cooling performance with
and without compensation of betatron coupling

Fig. 2: Transverse cooling fits with and without
solenoid.
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is practically identical, explicitly, with regard
to the longitudinal cooling force and transverse
cooling rates.

3 Prossible addition of a
trapped-ion clearing region

3.1 Trapped-ion clearing

As stated above, the space charge potential of
the cooler beam affects its kinetic energy. Di-
rect measurements of the electron energy in past
CRYRING beamtimes have repeatedly shown
that Eq. (4) overestimated the magnitude of the
true space charge potential. A possible explana-
tion is trapping of cations, produced by impact-
ionization of the residual gas, in the electron
beam. Such ions partly cancel the electron space
charge, effectively lowering the value of ne in Eq.
(4). The amount of trapped ions is difficult to
estimate but likely depends on the cooler volt-
age, current and vacuum conditions. Addition-
ally, the ion population may not be stable in
time, leading to unwanted changes of the elec-
tron energy. The electron beam can be cleared
of the trapped ions by a transverse electric field
strong enough to accelerate them out of the elec-
tron space-charge potential well. Not to dis-
turb the electron beam in the interaction section
of the cooler, such clearing electrodes are best
added to the collector section of the cooler.

3.2 Numerical Poisson solver

The analytic formula Eq. (4) for the space
charge potential is only valid in the case of
an electron beam centered in a cylindrically-
symmetric drift tube. When the beam is out of
center, or when the symmetry of the boundary
condition is broken via addition of clearing elec-
trodes, the space charge potential needs to be
computed numerically. Within the frame of this
project, we developed a numerical Poisson solver
in Python 3. The program solves the Poisson
equation

∆ϕ(x, y, z) =
ρe(x, y, z)

ϵ0
(6)

on a 3-dimensional grid of h× h× h spatial res-
olution and for arbitrary electron charge den-
sity distributions ρe and boundary potential ge-
ometries. The solver relies on the relaxation
method [6] and converges to a solution via the

iteration

ϕk+1(x, y, z) =
1

6
[ϕk(x− h, y, z) + ϕk(x+ h, y, z)

+ ϕk(x, y − h, z) + ϕk(x, y + h, z)

+ ϕk(x, y, z − h) + ϕk(x, y, z + h)

− h2ρe(x, y, z)/ϵ0].
(7)

Convergence of the Python program turned
out to be slow for 3-dimensional volumes with
many grid points, hence a multigrid method is
applied to make the program faster. First, a
rough estimate for ϕ is found by running the
solver on a coarse 9× 9× 9 mm3 grid. Then we
refine the grid to 3 × 3 × 3 mm3, interpolating
the previously found solution for the rough grid
accordingly. Finally, the relaxation is repeated
in all points on the finer grid, using the interpo-
lated coarse estimate of ϕ as staring point in the
iteration. As a result, the overall CPU time for
reaching conversion on the 3 × 3 × 3 mm3 grid
is much reduced.

To check the validity of our results, we com-
pare the our numerical solution for a centred
electron beam in a cylindrical, grounded drift
tube with the analytic solution of Eq. (4). As
shown in Fig. (3), the two agree to within 10%.
The small deviation in absolute value arises from
the relatively coarse approximation of the cylin-
drical shapes of electrodes and electron beam
on the cubic grid and is irrelevant for the pur-
pose of computing equipotential surfaces in the
proposed clearing region.

Fig. 3: Analytic vs. numerical solution of the Pois-
son equation (Eq. (6)) for centered beam.
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Fig. 4: The existing drift electrode at the electron
collector (dismounted from the cooler) and
the proposed clearing electrode geometry.

3.3 Case study: clearing at collector
drift tube

An existing drift-tube at the entrance to the col-
lector section of the CRYRING cooler could be
segmented in the way shown in Fig. (4). This
yields two ∼ 20 cm long clearing electrodes while
keeping the electric potentials near the collec-
tor cup electrodes unchanged compared to the
present configuration. To find out what elec-
trode voltages are required at that new clear-
ing region, we first needed to identify a good
test-case for the electron beam size and density.
We evaluated the space-charge potential inside
said drift-tube for several electron beam con-
figurations that had actually been used in past
CRYRING beamtimes. We found the strongest
potential gradients to have occurred in case
of a high-density (ne = 1.7 × 107cm−3) elec-
tron beam of relatively small beam radius (R =
1.15 cm, expansion 33.3) that had been used for
cooling of U91+ at 10.3 MeV/u in 2021.

As visible in Fig. (5), even in this case, an
electrode voltage of the proposed new clearing
region of only ± 60 V is sufficient for accelerat-
ing trapped ions out of the electron beam, if the
latter is co-axial with the clearing region.

Furthermore, we considered electron beam
positions shifted laterally with respect to the
center of the clearing region. We found that
when the beam shifted within the symmetry
plane between the two electrodes, or is shifted

Fig. 5: Electric potential in the y=0 cm plane of the
clearing region, for a centred electron beam.

Fig. 6: Electric potential in the y=0 cm plane of the
clearing region, for an electron beam shifted
towards the positive electrode (X > 0).

toward the negative electrode, beam clearing
still works with unmodified voltage. However,
if the beam position is shifted toward the pos-
itive electrode (as shown in Fig. (6), for the
example of a shift of X = 2 cm) the trapped
ions cannot be cleared anymore. This can be
seen from the closed equipotential lines at e.g.
Z > 5 cm. To make sure beam clearing will
work in all beam positions, we recommend to
use bipolar HV-supplies on both electrodes so
that the direction of the clearing field can be
changed flexibly.

4 Conclusion

We investigated two ongoing developments at
CRYRING, namely removal of the electron
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cooler solenoid and clearing of trapped ions from
the electron beam. The cooling performance
in terms of beam quality, longitudinal cooling
forces and transverse cooling rates, with dis-
abled and enabled solenoid is found to be prac-
tically identical, indicating that removal of the
solenoid magnet could be possible, though other
aspects of beam dynamics also need to be con-
sidered. Our numerical studies have shown that
addition of a clearing region is feasible by mod-
ification of an existing drift electrode in the col-
lector section of the cooler. We find that only
moderate voltages are required, making practi-
cal realization straightforward.
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The RPC is a new detector introduced in the R3B collaboration which was proposed to
measure the ToF of the forward emitted protons in inverse kinematic reactions. As a
timing detector it is very important to know precisely the position of the detecting plane
in the laboratory frame, as a few centimeters of uncertainty can have a big impact in
the time measurement, as the protons travel at relativistic speeds. The main goal of
this summer internship was to develop a software that allowed to convert a signal in
the RPC (XRPC ,YRPC) into coordinates in laboratory frame (XLAB,YLAB,ZLAB).
The developed software can be found in https://github.com/lidka-lappo/RPC_GSI.

1 Introduction

1.1 Reaction with Relativistic
Radioactive Beams

The R3B collaboration has designed and built
what will be the high energy branch of the
NUSTAR collaboration at FAIR. This setup al-
lows a complete characterization of the parti-
cles involved in the reactions under study. The
reactions with radioactive beams will be per-
formed in inverse kinematics. In Fig. 2 you
can see, among other detectors, the electro-
magnetic calorimeter CALIFA, the neutron ToF
Wall NeuLAND, or the superconducting mag-
net GLAD. Here, the collaboration proposed to
measure Short Range Correlations (SRCs)[1,2]
in radioactive isotopes for the first time. This
experiment occurred in May 2022 and then the
RPC detector was introduced to CAVE C setup.

Fig. 1: R3B collaboration, CAVE C setup. Cour-
tesy of Daniel Koerper

1.2 Resistive Plate Chamber (RPC)

Fig. 2: Sketch of the internal structure of the of
RPC detector, taken from [3]

Restive Plate Chamber (RPC) is a gaseous
parallel plate avalanche detector with electrodes
implemented from highly resistive material. The
high voltage that is applied to electrodes leads to
a uniform electric field between them. The gas
gaps between plates are filled with a gas mixture
based on C2H2F4 and SF6. The RPC used in
R3B consists of two modules with six gas gaps
with the readout in the middle of them. The
charged particle travels through the gas and cre-
ates free charge carriers, which are drifted to-
wards the anode and multiplied by an electric
field. The RPC readout consist of 41 parallel
horizontal copper strips, which transport elec-
trical signal to both sides of the detector, where
the signal is then read by FEE (front-end elec-
tronics) [3].

The RPC used in the R3B Collaboration is a
high-precision timing detector with a σ = 50ps.

The proton’s momentum can be calculated by
using the Time of Flight (ToF) between the start
detector (LOS) and the RPC. Protons measured
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in this experiment moved at a relativistic speed,
so an error of 5cm in RPC position will lead
to approximately 160 ps error in time measure-
ment. This will completely dominate the 50
ps of timing resolution given by the RPC. This
makes it imperative that we know the position
of the RPC with the utmost precision.

To guarantee this several measurements with
a laser where done in order to position the RPC
frame in the laboratory frame. They are marked
with letters from A to I (Fig.4). To add to this
measurement, a source 137Cs was used to irra-
diate the detector at points named with num-
bers from 1 to 10 (Fig.4). This was done to
correlate the measured data with the detector
frame. Source was used with collimator. One
background measurement without a source was
done. A measurement was made with a source
position far away to irradiate whole detector.

Fig. 3: Positions of stickers on RPC. Stickers with
numbers 1-10 are marking points that were
irradiated and cardinal points measured by
laser in laboratory frame are marked with
letters from A to I

2 Calibration

2.1 Data processing
Raw data is unpacked and calibrated using
R3BRoot, a software developed by the R3B col-
laboration, and is written in root format. The
calibrated data for the RPC at the moment con-
sist of the time of flight (ToF), the position in
X, the strip number, which gives the position in
Y, and the time over the threshold (ToT).

2.2 Aligning
It was clear when plotting the 2D hit map
that the strips were not properly aligned (Fig.

Fig. 4: Hit map with source placed far away. Width
of RPC detector is 1500 mm however here
wider range was used to show disalignment
of strips

5). This mismatch comes from the fact that
the wires that connect the strips to the FEE
and from the FEE to the TDCs have different
lengths and it takes different time for signal to
travel through.

This is somewhat corrected in the R3BRoot
calibration, but as is visible in (Fig. 5) some
improvements can still be made. In Fig. 5 it is
possible to see a drop in counts in the middle of
RPC for every strip. This is caused by a metallic
wire used to apply the HV. It is also possible to
see a shadow cast by two scintilator bars that
were placed in front of the RPC.

All of this drops in counts can be used to cal-
culate an offset that will align every strip. Due
to being a sharper and much better defined drop
the shadow of the wire was chosen.

Fig. 5: Example of one of the strip histograms with
fit and subtracted histogram

To find the position of this wire, we fitted a
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function to half of the histogram of each strip.
By subtracting the fit function from the his-
togram the Wire drop is now a peak, which
is easier to find (Fig. 6) using a peak finder
algorithm. This was done for every strip and

Fig. 6: Hit map with source placed far away and
with aligned strips

a parameter file was created. Precision of off-
set was estimated at 1 mm using different mea-
surements. The same calibration was then ap-
plied to different data, since a single calibration
should align all of the data sets, which was the
case. In Fig. 7 a 2D plot of the hit map of the
rpc can be seen, strips are all aligned, horizon-
tal and vertical wires are clearly visible and the
shadows from the two scintillator bars too.

2.3 Finding source position

Fig. 7: Collective Hit map of two distinct data sets
with the source position in different points

When the histogram is aligned, the signal
from the radioactive source is now clearly vis-
ible. The shape of this signal consists of a sharp
peak corresponding to the hole in the collima-
tor, surrounded by a circle of low counts, where
the collimator was blocking radiation, and then
a halo of high counts, from radiation that didn’t
traveled through collimator.

Fig. 8: Histogram of detections on strip 6 (violet)
and histogram of detection in strip 6 with
strip 5 subtracted from it (red)

To locate the peaks, first all the strip x pro-
jection histogram were normalized (Fig. ??, vi-
olet), after this, starting on the second strip, the
histogram from the previous strip is subtracted
removing the background and making the peak
of the source more visible and easy to locate
(Fig. ??, red).

Fig. 9: Comparison of point measured by RPC and
sticker positions

Measured position of source and position of
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peaks in RPC are really similar. The resolu-
tion of the YRPC position is worse than that of
XRPC , because copper strips are placed every
30mm, σ(YRPC) = 30√

(12)
= 9mm. Uncertainty

of the source peak is σ(XRPC) = 8mm

2.4 Conversion of RPC coordinates to
laboratory frame

Laboratory reference is (XLAB ,XLAB ,ZLAB)
coordinates, where point (0,0,0) is the bend-
ing point of the GLAD magnet. Points marked
from A to I were measured in laboratory ref-
erence. Using coordinates of those points a
plane was created. Knowing that position of
irradiated points 1,3,5 are the same as I, H
and G I created an algorithm to convert coor-
dinates from RPC to laboratory reference. A
root macro is available in the GitHub repository
https://github.com/lidka-lappo/RPC_GSI. It
was used to calculate laboratory reference co-
ordinates with respect to the source positions
measured by the RPC. The positions of the ir-
radiated end cardinal points in laboratory refer-
ence are displayed on Fig. ??.

Fig. 10: Positions of irradiated (green) and cardinal
(blue) points in laboratory reference

3 Conclusion

Very precise alignment of strips was achieved.
The positions of the irradiated spots measured
by RPC are similar to those of the stickers mea-
sured on RPC. For XRPC positions it is really
accurate, however YRPC measurement not al-
ways fit in uncertainty. Software for conver-

sion of (XRPC ,YRPC) to (XLAB ,YLAB ,ZLAB)
was made. And can be used for further data
analysis. It was shown that this approach for
measuring distance to RPC detector is effec-
tive. For future even better calibration will be
achieved by measuring every sticker visible on
Fig. ?? in laboratory frame and also irradiating
every point.
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Modelling Rotational Bands in the Nilsson Model

Timothy H. Lees
Heriot-Watt University, Edinburgh, United Kingdom, thl3@hw.ac.uk

Energy levels inside the atomic nucleus shift when the nucleus is deformed and ro-
tating. The Shell, Nilsson and particle rotor models are necessary to make sense of
these energy shifts and are explained. Furthermore, it is shown that the Coriolis effect,
analogous to the classical Coriolis effect, further shifts energy levels in the strong cou-
pling limit when the projection of the total angular momentum of the orbiting nucleon
Ω = 1/2 and when the decoupling parameter a ̸= 0. This energy shift is compared to
the collective rotational energy levels where the Coriolis effect is negligible.

1 Introduction

1.1 Background

Nuclear physics has, in many ways, shaped the
20th century and continues to influence the 21st.
From providing electricity through fission and
hopefully, sooner or later, through fusion, to
providing medical benefits like radiation ther-
apy, and building fierce destructive weapons, the
applications are broad and have left their mark
on the world around us.

The structure of the nucleus plays a central
role in nuclear physics. Unlike other fields, nu-
clear physics has no single theoretical framework
to describe all observed phenomena, and so the
nuclear structure is often described phenomeno-
logically. Through decades of research, it is now
understood that the atomic core is not merely
a static collection of protons and neutrons, but
rather a dynamic system in which nucleons move
about inside the nucleus and are made up of a
collection of quarks [1]. This entire configura-
tion can rotate and vibrate and is held together
by the strong force which behaves differently for
different nuclear spin orientations [2]. Thus, the
need for a simplified description of the atomic
nucleus arises when a sufficient number of nu-
cleons are present and a consideration of all nu-
cleons individually becomes unfeasible. In the
case of a few nucleons, properties describing the
nuclear core can still be calculated analytically.
An undertaking that is, quite simply, not possi-
ble for larger nucleon numbers. A new approach
is needed.

1.2 Shell Model

The shell model provides the above-mentioned
new approach and, although it is an oversimpli-
fication, still provides valuable insights into the
nuclear structure. The nucleons are bound in-
side the nucleus by the strong force. On small
scales (∼ 10−15 m ) the strong force overpow-
ers the repulsive force between protons provided
by the Coulomb force. In the shell model, it is
assumed that nucleons move about the nucleus
in orbits of well-defined energy and angular mo-
mentum through an averaged potential [2]. In
atomic physics, only the valence electrons are
responsible for observed atomic properties. A
closed shell is present when the electron orbit is
filled with electrons, which then gives particu-
larly stable atomic configurations.

An analogous picture holds for the nuclear
case. In the shell model, only the "valence" nu-
cleons are responsible for observed nuclear prop-
erties. Similarly, it can be experimentally mea-
sured that for a certain number of nucleons the
total binding energy of the nucleus is consider-
ably higher than for other numbers of nucleons.
The nucleon numbers that characterise closed
shells in the nuclear case are called "magic num-
bers". Nucleons occupy different energy levels.
The Pauli exclusion principle prevents nucleons
with four equal quantum numbers, N (princi-
ple quantum number), l (orbital angular mo-
mentum), m (magnetic quantum number) and s
(spin), from occupy the same energy level. The
total spin of a nucleon is given by j which is the
sum of the orbital angular momentum l and the
spin s. In order to distinguish different nucleon
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orbits, a labelling convention is used. For exam-
ple, an orbit could be labelled as 1d3/2, where
n = 1 (counts number of levels), j = 3/2 and
l = d = 2. The naming convention for the an-
gular momentum l is as follows. For l = 0 an
s orbital is given, l = 1 describes a p orbital,
l = 2 gives a d orbital, l = 3 gives a f orbital.
l values higher than 3 obey alphabetical order-
ing, continuing from f (g, h, i,...). The parity
of the orbital angular momentum l is denoted
by π (i.e. if l = 0, 2, 4, .. it is even parity and
π = +, if l = 1, 3, 5, ... we have an odd parity
and π = −).

Even though the shell model, was and still is,
very successful in describing nuclei with a magic
number of either protons or neutrons (or both),
the model is less successful in predicting energy
levels for nuclei that are far away from the magic
numbers. For these cases a modification to the
shell model is necessary.

1.3 Nilsson Model
The previous discussion centred around a spher-
ical nucleus. However, the majority of nuclei
are not spherical but deformed. As mentioned
above, this is usually the case when a nucleus
has a nucleon number that is far away from a
magic number. The result is a shift in the en-
ergy levels of an orbiting nucleon. The Nilsson
model, developed in the 1950s by Sven Gösta
Nilsson, accounts for this shift [3]. This com-
parably simple model has had remarkable suc-
cess in describing the behaviour of hundreds of
single-particle deformed nuclei. Additionally, it
is easy to extend the model for different situ-
ations such as vibrations and rotations of the
nucleus (see Section 1.4).

The deformation of the atomic core mani-
fests itself as either a prolate deformation (like
a rugby ball) or an oblate deformation (like a
lentil) and is characterised by the deformation
parameter δ. A δ > 0, indicates prolate defor-
mation, while a δ < 0 describes oblate defor-
mation (δ = 0 gives a sphere). Only the bind-
ing force between one nucleon and the averaged
binding forces between all the other nucleons are
considered. The problem is reduced to a two-
body interaction consisting of a nucleon orbit-
ing around the core of the nucleus. For a given
total angular momentum j, multiple orbital ori-
entations are possible. This means that nucle-
ons cannot be distinguished solely by examining
their j values and thus, j is no longer a good

quantum number. A good quantum number is
instead given by the projection of the total angu-
lar momentum j onto the symmetry axis z of the
deformed nucleus. This projection is denoted by
Ω as can be seen in Fig. 1. The symmetry axis is
the axis on which the deformed nucleus is axially
symmetric. The number of orbital orientations
is dictated by j. If j, for example, has a value of
(2M+1)

2 , for some arbitrary integer M, then 1 the
projection onto the symmetry axis Ω can take
on values of (2M+1)

2 , (2M+1)−2
2 , (2M+1)−4

2 , ..., 12 .
Thus, for j = 7/2, four orbital orientations are
possible. Orbits corresponding to Ω = 1/2 have
the most equatorial orbits for prolate deforma-
tion. An equatorial orbit will have a different
average distance from the nuclear core compared
to a nucleon orbit that is tilted more heavily to-
wards the poles of a deformed nucleus (larger Ω).
Therefore, the strong force will have a different
magnitude for different orbital orientations and
energy levels in a deformed nucleus are shifted
compared to a spherical nucleus.

Fig. 1: Dependent on j, multiple orbital orienta-
tions with different projection Ω are possi-
ble. This is shown for an oblate (top) and
prolate (bottom) deformation. Fig. taken
from [4].

A given nucleon orbit is labelled as
1 j will always be a half odd integer since j=l+s, and l
is an integer while s = ± 1

2
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Ωπ[NnzΛ]

where π is the parity of the orbital angular mo-
mentum l, N is the shell number, nz is the num-
ber of nodes in the wave function along the sym-
metry axis and Λ is the component of the orbital
angular momentum along the symmetry axis. Λ
is fixed by N and nz. When N is even, nz + Λ
must be even and when N is odd nz + Λ must
be odd.

1.4 Particle Rotor Model

An extension of the Nilsson model is the par-
ticle rotor model, where it is assumed that the
deformed nucleus has an internal rotational mo-
tion. Since quantum mechanically a perfect
sphere cannot rotate, it necessarily means that
all rotational spectra are exhibited by deformed
nuclei. In the case of pure collective rotation,
nuclear energy levels are given by [5]

EI =
ℏ2

2J I(I + 1) (1)

where J is the moment of inertia and I is the
total spin, consisting of the spin of the orbit-
ing nucleon j and the overall spin of the nu-
cleus R as can be seen in Fig. 2. For low Ω

Fig. 2: In the strong coupling limit j points along
the symmetry axis z such that Ω remains a
good quantum number. The total spin of the
nucleus I is given by the vector sum of the
total angular momentum j and the collective
spin of the core R. Fig. taken from [5].

values and high spins I, a Coriolis effect analo-
gous to the classical case takes effect and causes
further shifts in the energy levels. This occurs
as a result of the spin of the orbiting nucleon

j being coupled to the spin of the core R. Se-
lection rules require that only Ω = 1/2 values
contribute towards the Coriolis effect. A further
simplification takes place when the total angu-
lar momentum j points most strongly along the
symmetry axis. In this limit, called deforma-
tion alignment or the strong coupling limit, Ω
is roughly constant and thus, remains a good
quantum number. For Ω = 1/2 the Coriolis ef-
fect must be accounted for and the energy levels
are adjusted according to [5]

EIΩ =EΩ +
ℏ2

2J (I(I + 1)− Ω2

+ δΩ 1
2
a(−1)j−

1
2 (I +

1

2
))

(2)

where EΩ is the energy of the lowest energy
band, δΩ 1

2
is the Kronecker delta, which is one

if Ω = 1/2 and zero otherwise and a is the de-
coupling parameter given by [5]

a =
∑
Nj

(−1)j−
1
2 (j +

1

2
)|aνNlj 1

2
|2 (3)

where aν
Nlj 1

2

are the coefficients of the Nilsson
wavefunctions describing the nucleons.

2 Method

The decoupling parameter a changes with defor-
mation δ. Thus, the energy levels EIΩ shift for
each δ value according to Eqn. 2. Data describ-
ing a as a function of δ is retrieved from Ref.
[6]. Using the data it is possible to determine
the energy shifts for different spin states I, for a
range of deformations δ and thus, for different
decoupling parameters a in the strong coupling
limit. The energy shift due to the Coriolis ef-
fect can be plotted for states with Ω = 1/2 and
compared to states with Ω ̸= 1/2. This analysis
is performed for a deformation of δ ∈ [0.5,−0.5]
for all nucleon orbits with Ω = 1/2 from shells
N = 1 up to N = 7.

3 Results and Discussion

From Fig. 3 it can be seen how the energy
levels for different spin states I are affected
when Ω = 1/2 as opposed to Ω ̸= 1/2 for the
1/2−[640] orbit. The red line represents pro-
jections of Ω > 1/2 where the Coriolis effect
is negligible. Due to the δΩ 1

2
term in Eqn. 2,
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states with Ω ̸= 1/2 experience no Coriolis ef-
fect and the situation is essentially reduced to
Eqn. 1, which describes a collective rotation of
nucleons. Another possibility for Coriolis effect
suppression occurs when a = 0. This is the case
when the sum in Eqn. 3 cancels. The magni-
tude of the shift away from Ω = 1/2, is propor-
tional to the absolute value of the decoupling
parameter |a|. From Eqn. 3 it can be seen that
a depends linearly on j. Therefore, the energy
shift due to the Coriolis effect will be larger for
higher spins I, since I=j+R, as is observed in
Fig. 3.

Furthermore, the alternating sign in Eqn. 3
causes spin levels to be alternatingly pushed up
and down in energy.

Note that, at δ = 0 a spherical nucleus is de-
scribed. However, no rotational spectra or Cori-
olis effects are exhibited as quantum mechani-
cally a sphere cannot rotate.

4 Conclusion

Using the particle rotor model, which builds
upon the shell and Nilsson models, it has been
shown how the Coriolis effect acts on nucleon or-
bits with Ω = 1/2 states in the strong coupling
limit. The Coriolis effect is suppressed, when ei-
ther Ω ̸= 1/2 or when the decoupling parameter
a = 0. The decoupling parameter is responsi-
ble for the magnitude of shift and whether it is
an upwards or downwards shift in energy, de-
pendent on the total angular momentum of the
particle j. Further work on this project could be
done by extending the energy level calculations
beyond the strong coupling limit for all possible
nucleon spin orientations.
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Fig. 3: Energy shifts in the strong coupling limit
in the particle rotor model for nucleon or-
bit 1/2−[640]. The energy shift due to the
Coriolis effect is apparent for orbits with
Ω = 1/2 whilst the magnitude of the shift
depends on the decoupling parameter a.
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Simulations for the ASY-EOS Experiment
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This work briefly describes a method used to do necessary simulations for the ASY-
EOS experiment that will take place at GSI Helmoholtzzentrum. The simulations are
done using the R3BRoot software based on the geometrical configuration of neutron
detector NeuLAND and fragment detector ToFD placed in Cave C. These simulations
are necessary to describe the effect of ToFD as a veto detector for NeuLAND in order
to identify neutrons and charged particles. The results show excellent performance of
the setup in the separation of neutrons from charged particles.

1 Introduction

The Equation of State (EOS) of nuclear matter
plays a key role in determining macroscopic nu-
clear properties of nuclei in laboratories and in
neutron-star crusts [1] as it describes the rela-
tion between density, pressure, energy temper-
ature and the isospin asymmetry. Hence, it is
important to fully and correctly determine it.

The EOS is divided into a symmetric matter
part independent of the isospin asymmetry and
an isospin term, also quoted as symmetry energy
Esym(ρ),

E(ρ, δ) = E(ρ, 0) + Esym(ρ)δ2 + o(δ4) (1)

with δ = (ρn- ρp)/ρ, where ρn, ρp, and ρ are
neutron, proton and nuclear matter densities.
The behaviour of Esym(ρ) is important to be
studied as it will help us to understand and to
interpret many astrophysical observations and
other phenomena related to nuclei such as drip
lines, masses, densities and collective excitation
of neutron-rich nuclei [1-3].

Because of its importance, Esym, for many
years now, has been at the center of many stud-
ies and as such many different theories and
experiments have been conducted in order to
achieve the goal of determining it. Among the
latest ideas, we find the theory of elliptic flow [4]
of primary particles in Heavy Ion Collisions
(HIC) a very promising tool to study asymmet-
ric nuclear matter. The elliptic flow is related
to the angular distribution of emitted particles.
All the studies so far show that the distribu-
tion of neutrons over protons and other primary
charged particles is related to the Esym. In

one of the latest experiment done by the FOPI
collaboration at the GSI laboratory [5], where
different HIC model predictions were used, was
concluded that “the value of the so called ellip-
tic flow of protons and charged particles around
mid-rapidity is negative at incident beam en-
ergies between 0.2 and 5 AGeV, which signifies
that matter is squeezed out perpendicular to the
reaction plane and shows the strongest sensitiv-
ity to the EOS". On the first ASY-EOS cam-
paign constrained Esym using the neutron over
proton elliptic flow ratio from Au+Au at 400
AMeV incident energy. The validity of this con-
straint was up to about 1.5 times the nuclear
saturation density. Now, in order to determine
the symmetry energy in the region of supra-
saturation densities around 2ρ0, a new experi-
ment [3] has been proposed in which the elliptic
flows ratio of outgoing particles from Au+Au
collision in HIC at different energy values (250,
400, 600, and 1000 AMeV) will be investigated.

2 Experimental Setup

To achieve the goal of determining symmetry
energy at high densities, based on the flow func-
tions of outgoing particles, the ASY-EOS exper-
iment should take place in Cave C at GSI-FAIR.
Inside Cave C, there will be different detectors
placed in a unique geometry (Fig.1) in order to
have high efficiency and performance. The main
protagonists for this project are two detectors
from R3B Setup (Reactions with Relativistic
Radioactive Beam) [6]: fragment detector ToFD
(Time of Flight Detector) [7] and neutron detec-
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Fig. 1: Experimental Set-Up in Cave C.

tor NeuLAND (New Large-Area Neutron Detec-
tor) [8]. More information about the other de-
tectors shown in Fig.1 and their importance for
this experiment, one can find in [3]. ToFD con-
sists of two frames which have two planes with
44 scintillator paddles each. One of the frames
will be used to measure charge and velocity of
particles that are emitted at small angles be-
tween 1◦ and 7◦ in laboratory frame (mainly
decay products). The other frame will be placed
at a distance of approximately 1.5 m from the
target, and it will be used as a veto detector for
charged particles detected in NeuLAND. Origi-
nally designed as a neutron detector with a high
detection efficiency, a high spatial and time reso-
lution, and a large multi-neutron reconstruction
efficiency, will be placed 4.5 m away from the
target behind the ToFD. It will cover the po-
lar angles between 34◦ and 62◦ with the central
point at an angle of 50◦ to the beam line.

3 Simulation of Data

For this project simulations are done using
R3BRoot software framework which was devel-
oped at GSI and is used for simulations and data
analysis of R3B experiments. This software has
a modular design with shared libraries, which
are loaded on demand. The simulation part is
based on the Virtual Monte Carlo (VMC) con-
cept.

In R3BRoot one finds formats that are used
for the description of detector geometry, for
the input of the simulations, for the event dis-
play, particle generating etc. [9]. This work
presents the result of simulations for more
than 38000 events done with IQMD model [10]
for the Au+Au collisions at energies 400 and
1000 AMeV and impact parameter up to 7.5 fm.

Fig. 2: Angular distributions of primary particles
from Au+Au collisions at 400 AMeV with-
out cuts in full solid angles and those
detected in ToFD (green) and NeuLAND
(black).

The codes for achieving this were developed
by the R3B Group. Whereas, to generate
single particles, the BOX generator which is
installed inside the R3BRroot framework was
used. Among generated particles we present re-
sults for neutrons, protons, deuterons and tri-
tons. Although simulations for the 3He and 4He
particles were also done, their results are not
shown since their effect is negligible. Fig. 2 rep-
resents the angular distribution of primary par-
ticles in Au+Au collisions at 400 AMeV and ge-
ometrical acceptance of ToFD and NeuLAND.
The green dots represent the particles hitting
ToFD, while the black ones in this image rep-
resent the hits in NeuLAND. One can see the
acceptance of ToFD shadows the acceptance of
NeuLAND which is necessary for proper vetoing
of the charged particles. In Fig. 3 the multiplic-
ity distributions of different particles within the
geometrical acceptance are shown. On the av-
erage there are several protons and neutrons in
each event which have to be identified.
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Fig. 3: Multiplicity distributions of particles from IQMD model for the Au+Au collisions at 400 AMeV
(left panel) and 1000 AMeV (right panel). The blue line represents tritons, pink - deuterons, red
-protons and green - neutrons.

3.1 Identification of neutrons and
charged particles

One of the main requests during the ASY-EOS
experiment is the ability to identify particles in
order to get and compare the angular distribu-
tions of protons and neutrons. Hence, it is im-
portant that the veto detector efficiency for pro-
ton detection is much higher than the neutron
detection efficiency. The proton and neutron
efficiencies in ToFD and NeuLAND are shown
in Fig. 4 as functions of kinetic energy. Al-
most all protons with sufficient kinetic energy
to reach the detectors (>40 MeV) will be de-
tected whereas the neutron efficiency is lower.
The low neutron detection efficiency in ToFD
(3%) is necessary for a good separation of neu-
trons and charged particles. Another important
step is to see the correlations of hits between
our detectors as this will help us to identify dif-
ferent particles in multi-particle events. Since
the primary particles that are produced in a
nuclear reaction will move along straight lines,
they will pass through ToFD first and then Neu-
LAND. The charged particles will react with
both detectors and therefore the hit coordinates
in them will be correlated. Neutral particles, on
the other hand, will pass through ToFD without
being detected in 97% of cases, but they will be
detected by NeuLAND with a relatively high ef-
ficiency of 60-75%. One also can see the X- and
Y-correlation 2D histograms in Fig. 5. There
is a peak around 0 for charged particles and no
peak for neutrons and this is the main condi-
tion for the identification of charged particles
and neutrons.

The final results are shown in Fig. 6. The
histograms show time of flight vs energy depo-
sitions of particles detected in NeuLAND with

Fig. 4: Representation of efficiency of detectors:
ToFD (red) and NeuLAND (pink); neutrons
in ToFD (black) and NeuLAND (blue).

(left) and without (right) veto condition. Here
one can see that typical Bethe-Bloch lines for
charged particles are completely removed with
veto condition. This together with the 2D his-
tograms in Fig. 5 demonstrate that our exper-
imental setup can efficiently identify neutrons
and charged particles. Also different isotopes of
hydrogen can be identified as seen in the right
panel of Fig. 6. Further analysis is needed to
quantify the efficiency of proton detection and
contamination of deuterons and tritons.

4 Summary

This report presents some of the results of
the simulations done using R3BRoot software
for the proposed ASY-EOS experiment, which
should take place in 2024-2025 at GSI-FAIR.
The aim of the experiment is to determine the
Esym of EOS for density around 2ρ0 by flow
functions of protons and neutrons in HIC of
Au+Au reactions. The main challenge was
to distinguish neutrons and charged particles



112 Florentinë Limani

Fig. 5: Difference in Y coordinate between NeuLAND and ToFD vs difference in X coordinate between
NeuLAND and ToFD. Left panel - Neutrons, Right Panel - protons

Fig. 6: Time-of-flight vs deposited energy of particles generated from simulations of Au+Au reactions at
400 AMeV: Left panel - neutrons; Right panel: charged particles.

that are produced in the collision. Using the
R3BRroot software we simulated the response
of our experimental setup for reactions Au+Au
at 400 AMeV and 1000 AMeV and impact pa-
rameter b < 7.5 fm. From the results of these
simulations we can conclude that the proposed
setup and usage of ToFD and NeuLAND as de-
tectors are the right choice to help us identify
neutrons and charged particles.
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Optimization measurements of JetRIS for laser
spectroscopy of heavy elements
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In this work the transport efficiency of the buffer gas-cell of JetRIS was determined
for the 219Rn and 215Po daughters of the 223Ra recoil source, adjusting different pa-
rameters of the setup, such as the potential applied on the source, its position, funnel
and electrode gradients and position of the PIPS detector.

1 Introduction

In laser spectroscopy studies of heavy elements
a high efficiency is essential in order to deal with
the low production rates. The element nobelium
(Z = 102) was recently studied by laser spec-
troscopy using the RADRIS technique [1]. Here,
laser spectroscopy is performed inside of a buffer
gas environment, limiting the achievable spec-
tral resolution mainly due to the observed pres-
sure broadening. To overcome this resolution
limitation a new experimental high-resolution
laser spectroscopy setup, named JetRIS, is be-
ing commissioned at GSI, Darmstadt. Here the
high pressure region for thermalizing the high
energetic recoils after fusion induced reactions
is separated from an effusing hypersonic gas jet
created by a de Laval nozzle, where laser spec-
troscopy is performed [2].
This report will conclude characterisation and
optimization measuremenets performed with
the JetRIS setup in preparation for future beam
times. For these measurements an alpha recoil
source (223Ra) was placed inside the gas volume,
to characterise the gas stopping cell with respect
to purity and extraction efficiency.

2 JetRIS

The JetRIS device consists of three main
chambers: gas cell, jet cell and detection cell,
as schematically sketched in Figure 1. The gas
chamber is filled with argon gas at pressure
of approximately 80 mbar, which is achieved
by a gas flow of 2.45 mbar L/s. The gas cell
and the jet cell are connected via a converging-
diverging nozzle with a 1 mm orifice to ensure

Fig. 1: Schematic setup of the JetRIS apparatus.
The position of the recoil source can be mod-
ified by a manual linear feedthrough and
placed accordingly between the cage and fun-
nel electrodes. The ions are transported to
the nozzle by electrostatic fields produced by
the two sets of electrodes, where a gas-jet is
formed. The ions are then guided with a 90◦

bent RFQ towards the detector.

the formation of a hypersonic gas jet. As the
properties like efficiency and spectral resolution
of the gas jet are dependent on the pressure
ratio between gas cell and jet cell, the jet cell
pressure was set to approximately 6 · 10−3 mbar
[3]. An important asset of the setup is the gas
purifier (MonoTorr, SAES), which is used for
the purification of the argon gas entering the
gas cell in order to minimize the impurities in
the gas cell, which can lead to neutralization
and molecule formation of the isotopes under
study.

The radioactive recoil source was mounted
on a linear feedthrough manipulator structure,
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enabling us to change the position of the recoil
source along the middle axis of the gas cell
between the positions 2.4 cm, corresponding to
a placement between cage 1 and 2, and 22 cm,
corresponding to a position between funnel 3
and 4. The position with respect to the cage
and funnel structures are indicated in Figure 1.

The recoil ions are guided in the gas cell
towards the flow channel and nozzle by electric
fields produced by two sets of cylindrical
electrodes labeled as cage and funnel. The cage
structure consists of six electrodes of identical
diameters (C1 to C6). A voltage divider created
from five identical resistors is used to apply
the voltages to the cage electrodes. The funnel
electrodes diameters are decreasing from F1
to F5 in order to guide the ions towards the
nozzle, transferring them to the jet cell. In the
jet cell, the ions are guided to the detector by
a 90◦ - bent radio frequency quadrupole (RFQ)
[3].

3 Recoil source

For the measurements a 223Ra recoil source was
used. This isotope has a half-life of 11.435
days, while all daughters in the decay chain
to 208Pb feature even shorter half-lives, mak-
ing this source ideal for characterisation mea-
surements. Members of the decay chain include
219Rn, 215Po and 211Bi whose half-lives are sum-
marized in Table 1.

Tab. 1: Half-lives, branching ratios and the corre-
sponding literature values of the alpha ener-
gies of 223Ra and its nuclides, 219Rn, 215Po,
211Bi.

Nuclide Half-life α-branch α Energy
T1/2 ratio % (keV)

223Ra 11.435 days 51.2 5716.23
25.0 5606.73
8.9 5747.0
8.9 5539.8

219Rn 3.96 s 79.4 6819.1
12.9 6552.6
7.5 6425.0

215Po 1.718 ms 100 7386.1
211Bi 2.14 min 83.45 6622.9

16.19 6278.2

Fig. 2: Alpha spectrum of the 223Ra recoil source,
showing the decay chain of the short-lived
daughters, their α energies and branching
ratios.

3.1 Energy calibration

In order to perform an energy calibration of the
alpha detector, an alpha spectrum (see Figure
2) of the recoil source was measured at four
different relative positions between the recoil
source and the silicon detector. In Table 2 the
positions are given as the reading on the outside
lever of the feedthrough manipulator structure,
corresponding to different source positions in-
side of the vacuum chamber used for calibration.
The initial distance between the source and the
detector is not known to a suitable precision,
but can also be determined from the activity
fitting by adding an additional free parameter

Fig. 3: Energy calibration of recoil source using the
literature values of α energies listed in Table
1 and the corresponding channels.
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(see Figure 4). In the spectrum shown in
Figure 2 one can observe the presence of a low
energy tailing, which is characteristic to alpha
decay measurements due to the energy loss of
the alpha particles caused by inelastic collisions.

As the alpha spectrum was recorded in
channels or bins, a calibration of the channel to
actual decay energy is required. For this the
measured peaks were fit with a Gaussian func-
tion, thus determining the channel positions
of the respective centroid positions. For each
obtained centroid, the corresponding alpha
energy is associated by comparison with litera-
ture values. From a linear dependence between
the two parameters the energy calibration was
obtained as shown in Figure 3.

3.2 Activity determination
The strength or activity of the used source is
crucial for the determination of the transport
efficiencies. Thus, the activity was calculated
starting from the measured count rates of 223Ra
within the spectrum. From the spectrum the
peaks corresponding to 223Ra are selected for
each relative distance and the counts are calcu-
lated. Subsequently, the extracted total counts
(N) were divided by the measurement time to
obtain the count rates (R = N/t).

The count rate is then plotted as a function
of distance x as shown in Figure 4. Assuming a
point like source in far distance from the detec-
tor, the dependence can be described with the
formula:

R =
Λ · 600

4π(x+ xi)2
(1)

Here, Λ is the activity measured in Bq,
600 mm2 = πr2 is the active area of the de-
tector, with a diameter of 2r = 27.639 mm, x is
the relative position of the source with respect to
detector and xi the unknown distance between
source and detector. 223Ra decays via alpha-
decay with a branching ratio of 100%. More-
over, the detection efficiency ε is also assumed

Tab. 2: Measured count rate of 223Ra
distance time N N/t
(mm) (min) (counts) (cps)

50 10 11341 18.9
75 10 6687 11.1
100 10 4241 7.0
150 15 3244 3.6

Fig. 4: Activity of 223Ra source in function of the
measured distance between source and detec-
tor.

to be 100%. Fitting equation (1) (see Figure 4),
the obtained activity on the 12th of August was
obtained as:

Λ = 2557± 103 Bq (2)

with an offset distance between source and de-
tector of xi = 30.3± 1.7 mm.

3.3 Transport efficiency

Figure 5 shows a spectrum taken at the gas cell
setup including the gates used for identifying the
count rates. It can be noted that an increased
noise level at the gas jet setup deteriorated the
recorded alpha signals leading to a decreased
resolution. The gates for 219Rn were chosen
as channels 1315 and 1415, while for 215Po the

Fig. 5: Regions of interest of 219Rn (red) and 215Po
(green) in the mcpha software.
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gates were chosen to be the channels 1390 and
1516. An overlap is encountered in the region
1390 - 1415, which will slightly overestimate the
measured 219Rn count rate, as the software does
not allow the selection of gates narrower than
100 channels. In our evaluation we only take
the 219Rn peak with the corresponding branch-
ing ratio of 79.4% into consideration (see Table
1), which will result in an additional 0.8 factor
in the computation of the efficiency.
The ion transport efficiency is defined as the de-
tected rate over the total emitted rate of 215Po
or 219Rn from the recoil source [5]. In order to
compute the total rates, one must make some
assumptions. First, only 50% of the 219Rn re-
coil ions will be emitted away from the recoil
source holder upon the decay of the mother nu-
clide 223Ra. Second, only 50% of the implanted
219Rn ions will be detected due to the decay in
all spatial directions.

Rtot
Rn =

1

2
· 1
2
· Λ(t) = 1

4
Λ(t) (3)

During the decay of the 219Rn ions, only half
of the 215Po daughters are implanted in the de-
tector. Similarly, by decaying through emission
of alpha particles, 50% of the 215Po will be de-
tected, resulting in a rate of:

Rtot
Po =

1

2
· 1
2
· 1
2
· Λ =

1

8
· Λ(t) (4)

In the expression of the transport efficiency of
219Rn, a factor of 0.8 must be added as ex-
plained before. Thus, one has the following
transport efficiencies:

εRn
trans =

Rdet
Rn

Rtot
Rn

=
1

0.8
· R

det
Rn

1
4Λ(t)

(5)

εPo
trans =

Rdet
Po

Rtot
Po

=
Rdet

Po
1
8Λ(t)

(6)

Knowing the activity of the recoil source deter-
mined on the 12th of August, and the half-life of
223Ra to be 11.435 days, we find the activity at
the time of the performed measurements using:

Λ(t) = Λ0 ·e−λt, λ =
ln 2

T1/2
=

ln 2

11.435 d
(7)

4 Results and discussion

All electrode potentials were optimized by per-
forming measurements of the count rates as a

Tab. 3: Parameters after optimization for
feedthrough position 22 cm.
Setting Value
Source voltage 2 V
Entrance plate -3 V
RFQ DC Min -9 V
RFQ DC Max -10 V
Exit plate -50 V
Transport electrode 1 -400 V
Transport electrode 2 -1000 V

function of applied voltages. The final parame-
ters for highest efficiency are listed in Table 3.
First, the position of the silicon detector biased
at -2000 V was optimized by varying the height
in respect to the transport electrodes using a
feedthrough manipulator structure.
These measurements were performed on 17th

August, when the activity of the source was:

Λ = 1888.54± 76.07 Bq (8)

The resulting transport efficiency in dependence
of the position indicated at the feedthrough is
shown in Figure 6 with an optimal setting at the
position of 115 mm on the feedthrough scale.

The first improvement of the setup was done
by adding a tantalum shield cut in the shape
of a circle and placed right behind the recoil
source (see Figure 7). Its role is to act as a de-
flector, preventing the recoil ions from being at-
tracted by the grounded flange closing the front
of the gas cell, which reduced the detected count
rates to ∼ 1 Hz of 215Po and ∼ 1.5 Hz of 219Rn.

Fig. 6: Transport efficiency of 215Po and 219Rn as
a function of the PIPS detector position in
the detector chamber.
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Fig. 7: Insertion of tantalum shield behind the recoil
source [4].

Adding the tantalum shield led to significantly
higher count rates of ∼ 5.7 Hz of 215Po and
∼ 8.1 Hz of 219Rn.

These sets of measurements were performed
on 24th August. The activity can be calculated
from equation (7) and results in:

Λ ∼= 1236.52± 49.77 Bq (9)

Table 4 summarizes the values of the source
voltage, feedthrough position and 215Po and
219Rn counts for the following applied voltages
on the cage and funnel structures: cage high =
30 V, cage low = 22 V, F2 = 20 V, F3 = 15 V,
F4 = 10 V and F5 = 5 V.

In the evaluation of the 219Rn count rates
we have not taken into account the tailing of

Fig. 8: Transport efficiency of 219Rn and 215Po
as a function of source voltage, when the
feedthrough position is 18 cm, corresponding
to the position of the recoil source between
C6 and F1. Best optimization found for the
applied voltage on the source of 63 V.

Tab. 4: Optimization of source potential for differ-
ent positions of the source.

Source Fth. Pos. in 215Po 219Rn
voltage dist. gas cell rate rate

(V) (cm) (cps) (cps)
13 22 F3 – F4 5.65 8.11
13 22 F3 – F4 5.59 8.06
15 21 F2 – F3 4.79 6.76
16 20 F2 – F3 4.41 6.47
16 19 F1 middle 3.57 4.89
22 18 C6 – F1 3.14 5
22 17 C6 middle 2.32 3.85
22 16 C6 start 1.70 2.58
22 15 C5 – C6 1.19 1.5
22 15 C5 – C6 1.26 2.32
24 14 C5 end 1.13 2.23
24 13 C5 middle 0.64 1.78
25 12 C4 – C5 0.60 1.41
22 10 C4 middle 0.08 0.30
25 10 C4 middle 0.30 1.44
25 8 C3 middle 0.48 1.56
28 2.4 C1 – C2 0.11 0.71
0 2.4 C1 – C2 0.17 0.93
15 12 C5 – C6 0.63 1.09

219Rn towards lower energies, whereas we are
wrongly counting in the high-energy tailing of
211Bi. This might lead to some discrepancies in
the extracted efficiencies of 215Po and 219Rn.
Figure 9 shows the dependence of the transport
efficiency on the feedthrough position, clearly

Fig. 9: Transport efficiency of 215Po and 219Rn as
a function of the source position in the gas
cell. The applied voltages on the cage and
funnel electrodes were: cage high = 30 V,
cage low = 22 V, F2 = 20 V, F3 = 15 V ,
F4 = 10 V and F5 = 5 V.



118 Mireanu, Ruxanda

indicating a decrease in efficiency upon in-
creasing the distance between nozzle and recoil
source.

Further prospects of the JetRIS optimiza-
tion would be the characterisation of the
extraction time from different recoil source
positions.

5 Conclusions

In this report measurements were performed
with the newly commissioned JetRIS setup in
order to characterize and optimize the transport
efficiency from the gas cell. In order to do so,
the overall efficiency was investigated using a
223Ra recoil source. In the measurements per-
formed in this work the detector position, the
voltages applied in all three chamber parts, as
well as the recoil source position and potential
inside of the gas cell were investigated and opti-
mized on maximum detected count rates of the
daughter nuclei 219Rn and 215Po. An important
change in the system was the implementation of
a tantalum shield behind the recoil source, sig-
nificantly improving the detected count rates.
In future measurements the extraction times
from different recoil source positions in the gas
cell should be investigated. Furthermore, the
gas purity should be investigated, as the ob-
served count rate was strongly dependent on the
argon gas purity.
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The P̄ANDA experiment at the Facility for Antiproton and Ion Research in Europe
(FAIR) will address fundamental questions of hadron physics. Reliable Particle Iden-
tification (PID) will be crucial for meeting the objectives of the P̄ANDA experiment.
Charged PID will be provided by different DIRC (Detection of Internally Reflected
Cherenkov light) detectors: the Barrel DIRC and the Endcapc Disc DIRC. This work
describes the improvements in timing resolution we obtained.

1 Introduction

1.1 P̄ANDA Detector
The physics of strong interactions is the area of
modern physics dealing with phenomena such
as quark confinement and the origin of hadron
masses. The P̄ANDA (antiProton ANnnihila-
tion at DArmstadt) experiment which will be in-
stalled at the High Energy Storage Ring (HESR)
for antiprotons in the future Facility for An-
tiproton and Ion Research (FAIR) will address
these questions and also investigate topics such
as:

• Hadron Spectroscopy
• Behaviour of Hadrons in matter
• Nucleon Structure
• Hypernuclei

For more details about the rich physics pro-
grams see [1].

To investigate these topics the final detec-
tor is subdivided into two parts: the target
spectrometer (TS) consisting of a solenoid
around the interaction region, and a forward
spectrometer (FS) based on a dipole to measure
the momentum of the forward-going particles
(see Fig. 1) .

∗GET_INvolved Student

Fig. 1: The PANDA detector (From [1]).

The identification of charged particles with good
accuracy is one of the key requirements for un-
veiling many aspects of the physics program
of the PANDA experiment. Therefore, the
PANDA Detector will be equipped with various
dedicated particle identification (PID) systems.
This allows the classification of particles over
the whole kinematic range with the additional
help of dE

dx measurements from tracking and in-
formation from the electromagnetic calorimetry.

1.2 Barrel DIRC

Two fast and compact Cherenkov counters (the
Barrel DIRC and the Endcap Disc DIRC) will
provide PID in the PANDA Target Spectrom-
eter. They are using Detection of Internally
Reflected Cherenkov (DIRC) light technology
based on the BABAR DIRC. In addition, there
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Fig. 2: Time Over Threshold measurement.

are major improvements for P̄ANDA, such as
a focusing lens system, fast timing electronics,
and Microchannel-Plate PMTs (MCP-PMTs)
for photon detection. In contrast to conven-
tional Ring Imaging Cherenkov (RICH) coun-
ters, DIRC detectors use high-precision quartz
bars or plates as radiator material to produce
and transport the Cherenkov light via total in-
ternal reflection. Focusing optics image the
Cherenkov photons on arrays of MCP-PMTs
and the arrival time of the photons is measured
with excellent timing precision. In both DIRCs,
the arrival in time and the time-over-threshold
of the PMTs signals are recorded.

2 Time Over Threshold (ToT)

The Time Over Threshold (ToT) can provide a
meausure for the signal amplitude by using the
pulse width of a discriminator logical output as
shown in Fig 2. The discriminator compares the
signal voltage with a threshold and outputs the
digital pulses whose lengths are related to the
signal amplitude (Fig 2). The advantage of the
ToT technique is that it does not need a costly
ADC circuit.

2.1 Time Walk and Jitter

One method to measure the timing precision
of a system is to analyse the time difference

between two exactly coincident signals. The
capability of the system to distinguish small
time signals (the timing resolution), usually
called resolving time,is taken as the RMS of the
distribution of time differences.
However this precision is limited by walk and
jitter as explained in great detail in [3].

The walk effect is caused by variations in the
amplitude (or rise time) of the incoming signals.
In fact, higher signals (A in Fig. 2) will cross the
discriminator threshold faster than lower ones
(C in Fig. 2), thus degrading the timing preci-
sion.

Another major contribution to the timing fluc-
tuations is given by noise in both the detec-
tor and the electronics. Because of these ran-
dom fluctuations, two identical signals will cross
the discriminator threshold at different points in
time dependent on the amplitude of these fluctu-
ations. This effect is usually referred to as jitter
and can be described by the following formula:

σtime =
σn∣∣∣∣dAsignaldt

∣∣∣∣ (1)

Where σtime is the timing fluctuation due to
jitter, σn is the amplitude variation due to noise
and dAsignal/dt is the slope of the amplitude of
the signal. Thus the timing precision strongly
depends on signal rise time: the faster the
rise time the better the timing precision of the
system.
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Fig. 3: Timing Jitter: The timing resolution de-
pends inversely on the slope of the signal at
the trigger point. (From [4])

Thus, in general, the accuracy of any timing
measurement is limited by the jitter (caused by
noise) and by the time walk (caused by different
amplitudes/rise times of incoming signals).

3 Experimental Setup

To measure the timing precision of the system,
a Picosecond Laser (PILAS) has been used to
generate the single photons for the 64 8mm x
8 mm pixels of the Photonis XP85012 MCP-
PMTs and an analog trigger to the front end
electronics: the DiRICH boards. The timing
precision for each pixel has then been obtained
as the RMS of the distribution of the difference
between the two coincident signals (the trigger
and the photon signal).

Each DiRICH consists of 32 pre-amplifier
channels that shape and amplify the raw signals
from the MCP-PMTs, and a discriminator
implemented in a FPGA. The typical single
photon PMT signal is a pulse with a ≈ 3 ns
width and an amplitude of ≈ 5 mV. The input
signals are discriminated and digitized, using
the differential input line receivers of the FPGA
(i.e. the signal on one line and the threshold on
the other line) [2].

To measure the timing precision for just the elec-
tronics itself, the signal from a fast pulser has

been fed into two channels of the DiRICH and
then the timing difference between the two has
been analyzed as explained before.
In fact, these large signals are only minor af-
fected by noise. The measurements have been
carried out in a dark box as shown in Fig.4 by
delivering the laser photons via optical fibers.

Fig. 4: Experimental Setup: Two MCP-PMTs are
shown on the left side of the picture. On the
right side, the laser optic fiber with a diffuser
is positioned in front of the MCP-PMTs.

4 Results

The main result is a significant improvement
in the timing precision of the system after the
discovery and systematic investigation of the
overshoot of the output signal of the DiRICH
pre-amplifier(Fig. 5). It was deliberately added
by design to increase the steepness of the
Trailing Edge signal as explained in [2] and thus
to reduce the error on the Trailing Edge timing
determination of a signal like in Fig. 5 (as de-
scribed by Eq.1). Previously, the discriminators
were set to negative thresholds. In the case of
negative signals (i.e. the MCP-PMTs signals),
this simply meant measuring the timing of the
overshoot of the signal rather than the actual
signal peak.
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Fig. 5: Scope view of the output of the DiRICH
preamplifier stage of a fast (3 ns) negative
pulse input (10 mV). Thus, the positive sig-
nal is the amplified signal while the negative
one is the overshoot.

After setting the thresholds to a positive value,
it was discovered that to measure the ToT in
the right way, the input LVDS signal to the
FPGA had to be inverted to account for the
inverted discriminator output being fed to the
TDC. This ensures the right sequence in time
for leading and trailing pulse edges.

These corrections we applied have been vali-
dated by multiple experiments performed using
a waveform generator.
In particular, the positive threshold setting has
been tested by feeding a negative square pulse
of 4 ns time width and variable amplitude to the
DiRICH inputs in order to analyze the measured
TOT as shown in Fig.6.
For testing the TDC inversion, a negative square
pulse of 7 mV having variable pulse width has
been fed to the DiRICH inputs. The results are
shown in Fig.7.
Without TDC inversion the FPGA was measur-
ing ToT in the wrong way (i.e. the difference
between the trailing edge and a delayed lead-
ing edge). Due to the wrong "polarity" of the
output logical signal, this resulted in a decrease
in measured ToT for longer pulses. In fact, the
trailing edge has to its shallower slope a worse
timing precision compared to the steeper lead-
ing edge.

To measure the timing precision for just the elec-

Fig. 6: Plot of measured pulse amplitude (ToT)
vs pulse generator set amplitude (absolute
value) for negative fast (4 ns) signals and
positive threshold. As clearly shown, with
a positive threshold, the measured ToT in-
creases as the signal amplitude (see Fig 2).

Fig. 7: Plot of measured pulse width (ToT) vs pulse
generator set width for negative signals and
positive threshold. As clearly shown, with
inverted TDC for longer signals the mea-
sured ToT increases as expected.

tronics itself, the Gaussian signal of a 20 mV am-
plitude and width of 4 ns from a fast pulser has
been fed into two channels of the DiRICH and
then the timing difference between the two has
been analyzed. In Fig. 8 such distribution with
a superimposed Gaussian fit (red line) is shown,
giving a timing precision of σel = 9.13±0.01 ps.

To measure the timing resolution of the entire
system (the MCP-PMT and the electronics) the
PILAS has been used. For each channel, the
two-dimensional histogram shown in Fig. 9 of
the time difference between the MCP-PMT sig-
nal and the laser trigger signal vs Time Over
Threshold was plotted.
Then the projection of the 2D histogram on
the y-axis (Time difference) is cut in a sharp
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Fig. 8: Distribution of time differences between the
two pulser channels. The timing resolution
for just the electronics itself is calculated as
σel =

σdist√
2

= 12.91±0.01 ps. The fit line is
in red.

region around the ToT maximum (|ToT −
Maximum| < 10ps). This sharp cut minimises
the walk effect. The result is shown in Fig.
13 while in Fig. 10 the same 2D histogram is
shown for the pulser channel. Here the shape of
the graph is not affected by walk as the pulser
has a constant amplitude. This results in a bi-
dimensional Gaussian.

Fig. 9: Two-dimensional histogram of time differ-
ence vs ToT for a particular pixel. Notice
the "banana-like" shape of the graph caused
by the walk effect.

The final timing precision is given as the average
over the channels as shown in Fig.11 giving as
result a value of σsystem = 73± 14 ps.

The two contributions to the final timing preci-
sion of the system (detector and electronics) can
be separately seen in Fig. 13 and Fig. 8.

Fig. 10: Two-dimensional histogram of Time Dif-
ference vs ToT for pulser channel. The
shape of the graph is very different from
the one in Fig. 9 because the pulser is less
affected by time walk.

Fig. 11: Distribution of the timing precision for
each channel. The value shown for each
channel is the Standard Deviation of the
Gaussian fit of the Time Difference peak
(see Fig.13). Source code in [7]

Fig. 12: Distribution of RMS for each channel. The
value shown for each channel is the RMS
of the Time Difference distribution (see
Fig.12).
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Fig. 13: Distribution of time difference between the
photon signal and the laser trigger signal
for a particular pixel.

As evident from Fig. 13 and Fig. 8 the timing
precision for the MCP-PMT channels are
spoiled by a right tail in the time difference
distribution causing the RMS to be 228 ± 1 ps
while the peak itself shows a timing precision
of σch = 60.2± 0.3 ps.

5 Conclusions

The setting of a positive threshold together
with the inversion of the LVDS signal as input
to the FPGA line receivers has shown to
produce a sensible improvement in the timing
precision of the overall detector system.
In particular, the RMS has an average value
of RMSsystem = 260 ± 24 ps and the average
channel resolution of σsystem = 73 ± 14 ps
represents a significant improvement compared
to the previous value between 150 ps and 215
ps [6] .
The electronics show a better timing precision
of σelectronics = 12.91 ± 0.01 ps compared to
the previous result of 32.31± 0.02 ps [6].
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A new setup for lifetime measurements in the picosecond region, utilising a LaBr3 and
βPlastic scintillator, has been developed and tested for the first time. The collection
of the detector signal for leading-edge timing was achieved using the fast branch of the
TAMEX4 module. Despite the picosecond precision of the Digitiser’s internal clocks,
the time precision of the scheme could only be limited to a few tens of ns, making
it insufficient for the desired lifetime range. Additional investigation and testing is
needed in order to reach the required level of granularity.

1 Introduction

The atomic nucleus is a multi-body system of
protons and neutrons, bound together by forces
with spin- and isospin-dependent components.
While the shell model, which was introduced
several decades ago, was largely successful for
stable nuclei, as one moves to more exotic ones
further away from the valley of β stability, shell
evolution starts taking place [1]. In this regime,
the importance of the components of the nuclear
force shifts, creating a very strict test for the va-
lidity of up-to-date theoretical models. A partic-
ular observable is the B(E2) of a nuclear state,
which not only heavily depends on its particular
configuration, but also gives information about
its collectivity. In order to calculate B(E2) val-
ues, the lifetime of the excited states of interest
must be measured, since the two are connected
via:

B(E2) = (8.156× 10−14)E−5
γ

(1−Br)

τ
(1)

where τ is the lifetime, Br the transition branch-
ing ratio and Eγ the energy of the γ-ray depop-
ulating the level in MeV.

Several experimental techniques suitable
for different lifetime regimes exist, including
Doppler Shift Attenuation Method (DSAM) [2],
Recoil Distance Doppler Shift (RDDS) [3] etc.
This work focuses on the Delayed Coincidence
Counting (DCC) technique [4], wherein the life-
time of a level can be measured through the cen-

troid shift in the time difference spectrum be-
tween the transitions feeding and depopulating
the level of interest as:

δC ∼ 2τ (2)

where δC is the centroid difference.
To this date, several successfully used versions

of this technique have been employed, including
γγγ or βγγ coincidences. In these, the timing
information of the level of interest are extracted
from the γ-rays that populate and depopulate
it. The third γ emission or β decay is used to
isolate the selected cascade and reduce random
coincidences. Nowadays, however, as one moves
away from the region of β stability, it becomes
increasingly important to study isomeric states
that are populated directly by a β decay and de-
excite through a γ emission. This more recently
implemented technique has been known as βγ
coincidence.

2 βγ Coincidence Measurement

In this method, a plastic scintillator with low Z
is used for the detection of the β particle, while
the delayed γ is registered in a large-volume in-
organic scintillator. LaBr3 ones are usually em-
ployed, due to their excellent timing character-
istics and high light output. Despite that the
main principle of this approach is simple, other
complications quickly arise.
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To date, thin plastic scintillators with uniform
response to β radiation were mostly chosen. The
problem with this approach is the low detection

efficiency of the setup, which cannot be toler-
ated in cases where statistics are low.

Fig. 1: Schematic representation of the system designed for βγ coincidence measurements. The orange
cable indicates the LaBr3 accepted trigger.

The answer to this is a thick plastic scintilla-
tor, in which more β particles will be detected.
However, the depth of the detector means that
the interaction point inside it - and hence the
time that it takes for it to be collected - has to
be accounted for, especially when one is inter-
ested in ps lifetimes.

Another implication that is especially present
in systems based on leading-edge timing is the
Time-Walk effect. The idea behind this is that
the registering of the leading edge time of a sig-
nal is affected by the energy of the event, es-
pecially in the low-energy regime. To account
for these effects, Prompt Response Difference
(PRD) curves are used in order to calibrate the
time response of the detector. To provide data
across a wide energy range, 152Eu is usually cho-
sen and the technique is applied to its 344 keV
2+1 → 0+gs transition. The PRD curve is then
fitted with a function of the form:

PRD (Eγ) =
α√

Eγ + β
+ γEγ + δE2

γ + ϵ (3)

and the centroid shift can finally be expressed
as:

δC = 2τ + PRD (4)

3 Experimental Setup

To test the applicability of the βγ coincidence
method for the DESPEC setup at GSI/FAIR, a
simple scheme comprising a LaBr3 detector and

a βPlastic detector was set up, as can be seen in
Fig. 1. The former is a 5.5x5.5 cm2 cylinder and
utilises one SiPM. The latter is 24x8 cm2 in di-
mensions and has 3-mm thick BC404 scintillat-
ing plastic. There are 48 3x3 mm2 SiPMs along
the long edges and 16 along the short edges,
which are all coupled in pairs to give 24 (8) chan-
nels along the long (short) sides and 64 channels
in total.

Two source positions were used, one between
the two detectors referred to as A and the other
behind the βPlastic one called B, so that γ
radiation emitted from the source passed first
through the βPlastic and was then incident on
the LaBr3 crystal. Five TAMEX4 TDC mod-
ules [5] were employed in the DAQ setup, one for
the LaBr3 scintillator and four for the βPlastic
one. To read the output of the SiPMs, the spe-
cially designed analog front-end TwinPeaks was
employed in conjunction with the TAMEX4 sys-
tem. TwinPeaks has 16 inputs and 4 logic out-
puts. Each input is split into two channels, a
slow one with a shaping amplifier and a dis-
criminator for energy measurements and a fast
one, with a fast amplifier and a discriminator
for leading-edge timing. The outputs of the
four cards for the βPlastic were connected with
an OR condition and this output was then set
with another OR condition with the output from
the LaBr3 TAMEX card. The final signal was
split into two and fed as an input trigger to two
EXPLODER modules [6], one for each detector
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respectively. Finally, the OR accepted trigger
from each EXPLODER was taken and sent to
two Digitisers.

To synchronise them, two different schemes
were used. In the first, the WhiteRabbit
clock [7] was employed for the coincidence mea-
surements, offering 1 ns precision. Going to
sub-nanosecond precision, however, requires a
method that utilises clocks with better timing
precision. The Digitisers’ internal clocks satisfy
these requirements with their tens of ps preci-
sion and hence, they were chosen as the second
approach. In it, an accepted trigger signal was
taken from the LaBr3 EXPLODER, split into
two and then fed as input to the TAMEX4 mod-
ules of both detectors.

4 Results

4.1 Energy Calibration and Resolution
using 152Eu

Fig. 2: 152Eu decay energy spectrum obtained from
the LaBr3 scintillator, using the Slow
Branch of of the TAMEX4 module.

To perform an energy calibration of the LaBr3
scintillator, a 152Eu source was used, with the
corresponding energy spectrum depicted in Fig.
2. The resolution of the detector was measured
using six peaks that are not overlapping, as it
can be seen in Fig. 3. The experimental data are
compared with values from the FATIMA setup
in [5], which consisted of 36 LaBr3 detectors.
The higher relative resolution in the low energy
regime in our case is due to the coupling of the
SiPM with the detector crystal.

Fig. 3: Relative Energy Resolution of the LaBr3
scintillator with respect to the γ-ray energy.
The data are compared with values from the
FATIMA setup described in [5]. In both
cases, the error bars are smaller than the
data symbols.

4.2 Time Difference spectra using 22Na

Fig. 4: Top) ToT spectrum of the LaBr3 accepted
trigger, as registered by the LaBr3 TAMEX4
module. Bottom) ToT spectrum of the
LaBr3 accepted trigger, as registered by the
βPlastic TAMEX4 module.

To test the precision of the two methods for
fast timing measurements, a radioactive source
of 22Na was used and placed at source position
A, since its 511 keV γ-rays are emitted in op-
posite directions and will be therefore detected
simultaneously by the two detectors.

The first step in the analysis is to ensure that
the Time Calibration for the system was cor-
rect. To this end, the Time over Threshold
(ToT) spectrum of the LaBr3 accepted trigger
was measured in both detectors and found to
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be around 160 ns, as it can be see in Fig. 4.
This signal is a logic pulse with a fixed width
around 160 ns, so the conversion factors were
verified. A small variation in the mean position
is due to the different thresholds set for the two
detectors.

Fig. 5: Time difference between the pair of the two
detectors, using the WhiteRabbit clock.

Since the Time Calibration was completed,
one can now look on the 1 ns granularity of-
fered by the WhiteRabbit clock between the two
detectors. This is depicted in Fig. 5, where a
FWHM of 0.8 ns was measured. Before moving
to the second approach, it is important to em-
phasize again the complications of a thick scin-
tillator, where the interaction area will shift the
time difference between the events. Fig. 6 is a
nice example of this, in which the time differ-
ence as a function of the channel number has
been plotted for uncollimated 22Na data, after
gating on the 511 keV emitted γ. A physical
oscillation of the average time difference can be
easily observed.

Fig. 6: Time difference between the LaBr3 and
βPlastic detectors, as a function of the
βPlastic channel number. The empty region
between channels 42 and 54 is due to dead
channels in the bPlas.

To test the time resolution of the second ap-
proach, a single channel with a high light output
was chosen from the bPlas. Thanks to this, no
correction for the relative position of the chan-
nel had to be taken care of. The time difference
between the two detectors was then obtained as:

TD = (bP las−REF )− (LaBr3 −REF ) (5)

where REF is the OR accepted trigger from the
LaBr3 EXPLODER. To better localise the in-
teraction area and avoid ns delays due to signal
propagation through the detector, a channel B
opposing A was chosen, with their time differ-
ence spectrum given in Fig. 7. This spectrum
corresponds to the 22Na data. A gate was then
set ± 5 ns around the centroid of the respective
peak and used in the rest of the analysis.

Fig. 7: Time difference spectrum between two op-
posing channels in the bPlas. The red lines
indicate the gating region around the cen-
troid of the peak.

The time difference between the two detectors
for 22Na data has been plotted in Fig. 8, after
applying an energy gate on the 511 keV γ-ray in
the energy spectrum of the LaBr3 scintillator.
The blue line corresponds to data before apply-
ing any gate on the time difference and the red
after. A FWHM of 14.9 ns and 11.1 ns was mea-
sured for the two cases respectively. Although
establishing a gate based on opposing channels
in the βPlastic slightly increased the precision of
the approach, the uncertainty remains too high,
rendering the technique insufficient in the sub-
nanosecond lifetime region.
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Fig. 8: Time difference spectra between the two de-
tectors for the 22Na source. The data before
the application of any time gate are depicted
in blue, while the ones after in red.

5 Discussion

A new scheme to measure picosecond lifetimes,
utilising the TAMEX4 module and the inter-
nal clock of the Digitisers, was proposed and
tested for the first time. The energy calibra-
tion and resolution was obtained with a 152Eu
source, while the conversion factors for the time
resolution were verified using the EXPLODER’s
accepted trigger. A radioactive source of 22Na
was used in a non-collimated configuration, to
test the time response of the setup. Although
no possible flaw in the DAQ was observed, the
time resolution of the proposed method proved
to be inadequate for lifetime measurement be-
low a few ns. Further investigation is needed to
determine the reason behind the poor time reso-
lution observed. Possible reasons could be a de-
tector defect, incorrect signal processing, noise
in the accepted trigger etc. However, this at-
tempt can be used as a useful reference for fu-
ture βγ coincidence scheme.
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We analyse an ensemble of gauge filed configuration with pion mass mπ = 287 MeV
with dynamical light and strange quarks. We calculate correlation functions from
Lattice QCD methods. The simulations were performed with combined (qq̄) and (ππ)
basis with quantum numbers of the ρ resonance to extract the discrete energy spectrum
in a finite volume. We present the resulting p-wave scattering phase.

1 Introduction

Quantum Chromodynamics (QCD) is a quan-
tum field theory describing the interactions of
quarks and gluons. Hadrons are a composite
subatomic particle made of two or more quarks
held together by the strong interaction.

In Lattice QCD, quark and gluon fields live on
a space-time lattice of finite volume with finite
spacing. The expectation value of the observ-
able can be calculated in the Lattice QCD by
averaging over a sampled set of gauge field con-
figurations.

The discrete spectrum of interacting hadrons
can be extracted from the correlation functions
constructed from quark and gluon fields.

It serves to determine the infinite-volume
scattering amplitudes from the discrete spec-
trum of QCD in a finite cube. This formalism
was developed by Lüscher.

Most of the hadrons listed in the Particle data
Group [3] are unstable. Most of them decay
strongly are observed experimentally as reso-
nances. In this report, we analyse correlation
function to extract the ρ resonance in ππ scat-
tering.

2 Lattice QCD

Lattice QCD is a well-established non-
perturbative approach to perform calculation
the QCD theory of quarks and gluons. It is
a lattice gauge theory formulated on a lattice
points in space and time.

The discrete space-time lattice acts as a non-
perturbative regularisation scheme with the lat-
tice spacing a providing a cutoff. Furthermore,

renormalized physical quantities have a finite
well behaved limit as a → 0. It can be simu-
lated on the computer using methods from sta-
tistical physics. These simulations allow us to
calculate correlation functions of hadronic oper-
ators and matrix elements of any operator be-
tween hadronic states in terms of the fundamen-
tal quark and gluon degrees of freedom.

Like continuum QCD, Lattice QCD has the
inverse coupling constant β = 6

g2 and the masses
of the quarks up, down, strange, charm and bot-
tom as unknown input parameters. The top
quark is too short-lived and heavier than the
other quarks, mtop = 172 ± 0.3 GeV̧. The
top quark is not included in the Lattice QCD
calculations. Lattice QCD provides a well-
defined approach to calculate observables non-
perturbative starting directly from the QCD
Langragian.

In this paper, we do not present the theoret-
ical background. We present just the necessary
equations. All theoretical derivations related to
Lattice QCD, can be found in [2]. The basic tool
for quantizing fields on the Lattice is the Eu-
clidean path integral. The main building blocks
are the two following equations. The first of
them is

lim
T→∞

1

ZT
tr[e−(T−t)ĤÔ2e

−tĤÔ1] =

=
∑
n

⟨0|Ô2|n⟩⟨n|Ô1|0⟩e−tEn ,
(1)

where ZT is a normalization factor ZT =
tr[e−TĤ ], the left-hand side of (1) is the Eu-
clidean correlation function of operators Ô1, Ô2

and Ĥ the Hamiltonian of the system. The
right-hand side of (1) is a sum of matrix ele-
ments of the operators Ô1, Ô2 taken between
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vacuum state |0⟩ and physical state |n⟩. These
matrix elements are weighted with exponentials
containing the energy eigenvalues En. The sec-
ond equation is the Euclidean correlator ex-
pressed via a path integral

1

ZT
tr[e−(T−t)ĤÔ2e

−tĤÔ1] =

=
1

ZT

∫
D[ϕ]e−SE [ϕ]O2[ϕ(., t)]O1[ϕ(., 0)].

(2)

The left-hand side is formulated in the operator
language of quantum field theory. The integral
goes over all possible configurations of the field.
The right-hand side contains functionals of the
fields, no field operators and it can be evaluated
numerically by using a space-time lattice. The
quarks and antiquarks are massive fermions and
as such are described by Dirac 4-spinors

ψf (f)αc, ψ̄
f (f)αc, (3)

where x is the space–time position, the Dirac
index α = 1, 2, 3, 4, and the colour index c =
1, 2, 3. In general, Greek letters are used for
Dirac indices and letters a, b, c, ... for colour.
Each field ψf (f) thus has 12 independent com-
ponents. The quarks have flavors called up (u),
down (d), strange (d), charm (c), bottom (b),
and top (t). QCD contains gauge fields describ-
ing the gluons,

Aµ(x)cd, (4)

where a space–time argument is denoted by x, a
Lorentz index µ labels the direction of the differ-
ent components in space-time. Since we are in-
terested in the Euclidean action, the Lorentz in-
dex µ is Euclidean the gluon field carries colour
indices c, d = 1, 2, 3. For given x and, the field
Aµ(x)cd is a traceless, hermitian 3×3 matrix at
each space–time point x.

To construct the Euclidean correlators of
QCD as a path integral, we need to construct
the fermion SF [ψ, ψ̄, U ] and gauge SG[U ] field
actions on the lattice. On the lattice one works
with the so called link variables U which are
related to the gauge field Aµ(x). The contin-
uum analogue is the gauge transporter. The
constructions are provided from the QCD ac-
tion, but we skip this derivation. We can now
write down the complete expression for the Lat-
tice QCD path integral formula for Euclidean
correlators. We write Euclidean correlators as a

lattice path integral

⟨O2(t)O1(0)⟩ =
1

Z

∫
D[ψ, ψ̄]D[U ]×

×e−SF [ψ,p̄si,U ]−SG[U ]O2[ψ, ψ̄, U ]O1[ψ, ψ̄, U ],
(5)

the partition function Z is given by

Z =

∫
D[ψ, ψ̄D[U ]e−SF [ψ,ψ̄,U ]−SG[U ], (6)

and the corresponding path integral measures
are products

D[ψ, ψ̄] =
∏
n

∏
f,α,c

= dψ(f)
αc dψ̄

(f)
αc ,

D[U ] =
∏
n

4∏
µ=1

dUµ.

(7)

3 Hadron Spectrospocy

One of the simplest observables, that can be
computed on a lattice, are the masses of
hadrons. There exist many possibilities of
hadrons. Proper reproduction of all their masses
is already a powerful test for the accuracy of
Lattice QCD.

Commonly in Lattice QCD calculation, the
gauge configurations are generated according
to the desired distribution. In order to cal-
culate hadron masses, we need to perform the
hadron spectroscopy calculation. In the anal-
ysis of the mass spectrum one studies the cor-
relation function of an operator Ô. Neverthe-
less, these operators usually do not create eigen-
states of the Hamiltonian. The first step of such
a spectroscopy calculation is the identification
of hadron interpolators O and Ō corresponding
Hilbert space operators Ô and Ô†. Physically
allowed states can be observed in the spectral
decomposition of the propagators of these inter-
polators

C(nt) = ⟨O(nt)Ō(0)⟩ =
=
∑
k

⟨0|Ô|n⟩⟨0|Ô†|n⟩e−ntaEk ≈

≈ Ae−ntaEH (1 +O(e−nta∆E)),

(8)

where A is a constant, EH is the energy of the
lowest state |H⟩ with ⟨0|Ô|H⟩ ≠ 0 and ∆E is
the energy difference to the first excited state.
From these correlators one can extract the corre-
sponding hadron masses. For finite lattice size
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the values Ek are discrete. The masses mk of
those particles will correspond to the low-lying
energy values

C(nt) = A0e
−ntE0 +A1e

−ntE1 + ... (9)

One defines an effective mass as

meff = ln
C(nt)

C(nt + 1)
, (10)

To extract the lowest two levels, we construct a
matrix of correlators Cij(nt) of the lattice inter-
polating fields. To be precise, we can improve
the situation of the single correlator (8) by com-
puting a matrix of cross correlators

Cij(nt) = ⟨Õi(0, nt)Ōj(0, 0)⟩ =
=
∑
k

⟨0|Ôi|k⟩⟨k|Ô†
j |0⟩e−ntEk , (11)

for a set of N basis interpolators Oi, i = 1, ..., N ,
all with the quantum numbers of the state one
is interested in. For the matrix (11), the gener-
alised eigenvalue problem (GEVP) [8–10]

C(nt)ψ⃗
(n) = λ(n)(nt)C(t0)ψ⃗

(n), (12)

is solved for each time slices. For the eigenvalues
λ(n)(nt) one obtain

λ(k)(nt) ∝ e−ntEk(1 +O(e−nt∆Ek)), (13)

where ∆Ek is the distance of ∆Ek to nearby
energy levels. This method is often called vari-
ational method.

4 Results

The simulation is performed on an ensemble
N451 from the CLS consortium [11]. We use
198 gauge configurations with with dynamical
light and strange quarks. The pion mass mπ is
287.93 MeV, the lattice volume V is 483 × 128
and the spacial extent of the lattice is L ≃ 3.7fm
[4].

In this report, we first present results from
ensemble N451 compared with ensemble N401.
The most crucial step is the statistical analy-
sis of the measured data. Lattice QCD calcula-
tions are often really expensive. The number of
configurations for our data set is too lower. In
order to obtain robust results, we use statistics
techniques for smaller data sets. There are two
efficient and easy-to-use methods dealing with

both problems - Statistical bootstrap and JACK-
KNIFE. For simplicity, we assume that the data
are not correlated. We use JACKKNIFE for the
sampling data. In principle, the JACKKNIFE
is a resampling technique that is especially use-
ful for bias and variance estimation. Given a
sample of size n, a jackknife estimator can be
built by aggregating the parameter estimates
from each subsample of size n − 1 obtained by
omitting one observation.

Our data consists of irreducible representa-
tions on the lattice with different momenta for
instance T+

1u with P = (0, 0, 0). In this report,
we show only two examples.

In Fig.1 the single correlator for the A+
1 with

momentum P = (0, 0, 0) is shown. The ob-
tained energy of the ground state is E0 =
287.93 ± 2.32 MeV. This energy corresponds
to the pion in the rest frame and it is the value
of the pion mass on the lattice. We also see
contamination from higher energy levels. In
the Fig.2 the matrix correlator for the T+

1u with
momentum P = (0, 0, 0) is shown. The ob-
tained energies are E0 = 789.68±6.28 MeV and
E1 = 927.44± 7.91 MeV.
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Fig. 1: The effective energy for single correlator for
irrep A+

1 with momentum P = (0, 0, 0).

In Figs.3 and 4 the the energies in the cen-
tre of mass frame to pion mass ratio for differ-
ent momentum compared to data from ensemble
N401 are depicted. The energy Ecm with given
momentum P is computed

Ecm =
√
E2 − P2. (14)

We implement the formalism relating elastic ππ
scattering phase-shifts to the finite-volume spec-
trum. Here we repeat only the essential feature,
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Fig. 2: The effective energy for matrix correlators
for irrep T+

1u with momentum P = (0, 0, 0).

Fig. 3: Comparison of energy E0cm of irrep A+
1

from ensemble N451 and ensemble N401 [1].

that the phase shifts are related to the finite-
volume energies by the Lüscher’s quantization
condition [6, 7]

δ1(k) + ϕ

(
L

2π
k

)
= nπ,

Ecm(k) = 2
√
k2 +m2

π

(15)

where k is momentum andm2
π is pion mass. The

resulting phase-shift is related to the relativistic
Breit-Winger form for the elastic p-wave ampli-
tude in the resonace region

a1 =
−√

sΓ(s)

s−m2
ρ + i

√
sΓ(s)

= e(δ(s)) sinh δ(s),

(16)
where s = E2

cm is the Mandelstam variable and
the decay width Γ(s) can be expressed in terms

Fig. 4: Comparison of energy E1cm of irrep A+
1

from ensemble N451 and ensemble N401 [1].

of the coupling constat gρππ

Γ(s) =
p3g2ρππ
s6π

. (17)

Fig.5 and Fig.6 show results of p phase-shift of
the resonance region. We obtain

mρ = 792.47± 0.01MeV,

gρππ = 6.25± 0.18.
(18)

Fig. 5: P-wave ππ elastic scattering phase-shift.
The fit has χ2/d.o.f = 2.35.

5 Conclusions

Extracting scattering phase-shifts and reso-
nance properties is one of the most challeng-
ing problems in hadron spectroscopy based on
lattice QCD. We combine sophisticated tools
to approach this problem: Lüscher’s scattering
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Fig. 6: Our data for k3
cm cot δ1/

√
s ππ as function

of Ecm/a. The fit has χ2/d.o.f = 2.35.

phase-shift relations for finite-volume lattices,
moving frames and variational analysis of cor-
relation matrices.

We present the pion mass on the lattice E0 =
287.93± 2.32 MeV. We see that our results for
scattering phase-shifts are not so good. For our
pion mass we obtain the resonance mass and
mρ = 792.47 ± 0.01MeV and ρ → ππ coupling
gρππ = 6.25 ± 0.18, which is quite close to the
experimental value gexpρππ ≈ 5.97.

In the future, we plan data analysis with
larger number of configurations.
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DEGAS Electrical Cooling
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DEGAS crystals, like all the HPGe detectors, need to be cooled down to reduce elec-
tronic noise and obtain excellent energy resolution. Different cooling systems can be
employed to perform this task, but so far only a Liquid Nitrogen dewar was used.
Using an electrical cooler represents a possible upgrade, and its mounting and testing
are described in this work.

1 Introduction

1.1 The DEGAS spectrometer

The DESPEC Germanium Array Spectrome-
ter (DEGAS) [1] is a high-purity germanium
(HPGe) γ-detector array for high-resolution
spectroscopy of electromagnetic decays from ex-
otic nuclear species. It is a key instrument
of the Decay Spectroscopy (DESPEC) [2] ex-
periment at FAIR [3]. At DESPEC, rare iso-
topes produced by the Super-FRS [4] will be
stopped in an active implanter surrounded by
DEGAS measuring γ rays from α, β, proton,
neutron and isomeric decays. For this purpose,
DEGAS must have maximal sensitivity to mea-
sure discrete transitions in the presence of pre-
vailing background radiation. High sensitivity
must be achieved by large solid angle coverage,
large intrinsic full energy efficiency, large peak-
to-total (peak-to-background) ratio, high granu-
larity and high energy resolution. In particular,
in order to obtain excellent energy resolution
germanium detectors must be cooled down. In-
deed, due to their small bandgap (0.7 eV), room-
temperature operation of germanium detectors
of any type is impossible because of the large
thermally-induced leakage current that would
result. Normally, the temperature is reduced to
77-110 K through the use of an insulated dewar
in which a reservoir of liquid nitrogen (LN2) is
kept in thermal contact with the detector. Al-
ternatively, in cases where the required cooling
power is low (≲ 10 W), an electrical cooling sys-
tem based on a thermodynamic cooling cycle
(e.g. Stirling cycle) can also be used.

1.2 DEGAS cryogenic design
The DEGAS Triple Cluster is supposed to have
an electrical cooling engine instead of the classic
LN2 cooling. This type of cooling is rather sim-
ple: it does not need of any refilling or safety
system and has significantly reduced sizes [5].
The Triple Cluster effective diameter is only 204
mm, which makes it difficult to find a suitable
dewar vessel with a reasonable size. A too small
vessel would require too frequent filling, which
reduces the performance of the detector and po-
tentially decreases its reliability. If the detec-
tors are arranged in a spherical geometry this
problem does not exist, the projection of the
edges defines a much larger dewar vessel, but
such an arrangement would exclude the box ge-
ometry chosen for the DEGAS array. The ger-
manium crystals and the cold structure are in-
stalled in a vacuum cryostat where, as shown in
Fig. 1, three processes determine the energy
transfer between the room temperature cryo-
stat walls and the low temperature assembly:
heat radiation, thermal conductivity and resid-
ual molecular heating. A careful design of the
components and appropriate materials choice is
essential to reduce the heat absorbed by the ger-
manium crystals sufficiently to enable electrical
cooling. The HPGe detectors are typically op-
erated within the range of 77-110 K which de-
termines a temperature difference between the
warm cryostat walls and the cold frame of about
200 K. The triple crystal assembly possesses a
large surface of the detector cup surrounding the
capsules hence predetermining an elevated ra-
diative heating which may dominate even the
overall heat transfer.
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Fig. 1: Scheme of the three energy transfer pro-
cesses between the room temperature cryo-
stat and the low temperature assembly: heat
radiation, thermal conductivity and residual
molecular heating.

Beyond that, the warming impact of the ther-
mal bridges, the mechanical components used
for fixing the cold structure to the warm sec-
tion of the cryostat and the internal cabling be-
tween the crystal housing and the vacuum feed-
through, play a substantial role. The fixing el-
ements of the detector system under optimiza-
tion, namely labyrinths and spacers, are critical
parts and an accurate dimensioning is needed in
order to achieve minimal heat transfer while pre-
serving γ-spectroscopy properties and the func-
tionality required. The space limitations impose
a minimal gap between the capsules assembly
and the cryostat walls. However, at some crit-
ical gaps width, the residual gas of the evacu-
ated inner space contributes significantly to the
detectors warming and this effect depends on
the vacuum level. A comprehensive study of
the heat transfer processes and their impact on
the detector performance can be found in [6].
Here, the dominating heat transfer mechanisms
have been identified and appropriate mathemat-
ical modelling has been applied. Temperature
distributions within the detector structure were
calculated for various environment and cooling
conditions and the functional characteristics of
the assembly needed to reach the operational
temperature range, were determined. Different
design solutions were compared and proper ma-
terials selected. In the last few years, many im-
provements were made to reduce heat transfer,
leading to a cooling power of < 8 W for the
DEGAS triple, small enough for electrical cool-

ing engines. The cooling engine for the DEGAS
Triple cryostat is supposed to be a Cryotel en-
gine type CT or GT [7]. Both of them are suffi-
ciently powerful – the type GT has 16 W cooling
power, while type CT 11 W, compared to 6-8 W
suggested by the study of the detector thermo-
dynamics.
In the following, the installation and test of a
Cryotel engine type CT will be presented and
discussed.

2 Installation of the electrical
cooling system

2.1 Mounting of the apparatus

The Cryotel engine type CT was mounted as
shown in Fig. 2. This cooling engine was fixed
to the “cold finger", a copper cylinder in turn
connected to the Ge crystals. In this way, the
heat can be transferred from them to the en-
gine and their temperature kept low. As men-
tioned above, the low cooling power delivered
by the engine requires extreme attention in re-
ducing possible heat transfer from the external
environment to the crystals. For this reason the
cold finger was equipped with a “super insula-
tion" system, consisting of metalized mylar and
glass tissue foils wrapped around it. In this way,
radiative and residual gas heating were greatly
hindered.

Fig. 2: Mounting of the apparatus: 1) Electrical
Cooling engine 2) Cold finger connected to
the engine and equipped with “super insula-
tion".

2.2 Conditioning of the apparatus

After mounting the apparatus, it needs to be
conditioned and tested. The conditioning con-
sists in recreating the conditions in which the
detector is supposed to work, namely in good
vacuum and at low temperatures. To accom-
plish a good vacuum level (around 10−7 mbar),
an important component of the system is the so-
called “absorber". It consists of a metallic struc-
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ture containing Zeolith spheres. Given the great
internal porous structure of Zeolith, their role is
to increase the vacuum level of the apparatus
absorbing the gas particles trapped inside. In
order to get the best performances from these
spheres, the gas particles previously absorbed
need to be freed. This is achieved heating up
the system, making a DC current flow through a
couple of resistors directly connected to the ab-
sorber while keeping a good vacuum level in the
apparatus with a vacuum pump. In Fig 3 the
temperatures reached at three points, namely at
the cooler connection with the cold finger, at the
absorber and on the cold frame connected to the
Ge crystals, can be observed. These tempera-
tures were obtained measuring the resistance of
three resistors (two PT100 and a PT1000 [8])
mounted at the three points, given their well-
known resistance dependence on the tempera-
ture.

Fig. 3: Heating of the system: temperatures versus
time reached at the cooler connection with
the cold finger, at the absorber and on the
cold frame.

After this stage, the crystals needed to be
cooled down. This was achieved turning on the
CT cooler and setting a target temperature. It
was also important to keep the cooling water
of the CT cooler at low temperature. This was
done with the “TERMOTEK AG P1020-19409"
heat exchanger, which consists in a closed sys-
tem in which a refrigerant gas circulates in ther-
mal contact with the water fed into it. To test
the performances of the cooling system we set
four different target temperatures (labelled as
“TT") and recorded the cooling curves of the
three points mentioned above, as shown in Fig.
4. In the same figure is highlighted the moment

in which the PT100 connected to the cooler went
out of range (T < -200 oC) and stopped record-
ing the temperature.
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Fig. 4: Cooling of the system: temperatures versus
time reached at the cooler connection with
the cold finger, at the absorber and on the
cold frame.

In particular, the temperatures reached in the
cold frame with different cooler target temper-
atures is reported in Tab. 1. It is interesting
to appreciate the non-linearity of the cold frame
response, due to the cooler lower cooling power
at low temperatures.

T Target T Cold frame

-196.15 oC -168.7 oC

-203.15 oC -176.9 oC

-208.15 oC -182.8 oC

-213.15 oC -186.1 oC

Tab. 1: Target temperatures and temperatures
reached by the cold frame connected to the
crystals.

3 Test of detectors performances

Finally, after mounting the High Voltage filter
and the preamplifier, the detector response was
tested. The target temperature was set to 77 K
and a source of 60Co was used. As a first check
the noise level of the signal was evaluated with
an oscilloscope. As shown in Fig. 5, the sig-
nal was not affected by any important source of
noise which might spoil its energy resolution sig-
nificatively. Subsequently, the preamplifier out-
put was connected to a shamping-amplifier NIM
module and sent to an ADC to obtain the en-
ergy spectrum recorded by two different crystals

(labelled as B and C) of the detector.

Fig. 5: Signal from the detector visualized on the os-
cilloscope for noise evaluation.

The energy resolution (FWHM) for the 1332.5
keV γ ray was measured to be 2.46 keV and
2.19 keV for the Crystals B and C, respectively.
These values are reported in Tab. 2, along
with the FWHM measured for the same crystals
when using a Liquid Nitrogen cooling system.
In both cases the energy resolution obtained
with the Electical Cooling system resulted to be
lower, but it should be considered that the noise
due to the electronics and to mechanical vibra-
tions of the system have not been optimized yet.

Cooling FWHM Crys. B FWHM Crys. C

LN2 1.98 keV 1.94 keV

EC 2.46 keV 2.19 keV

Tab. 2: FWHM for the 1332.5 keV γ ray measured
with the Crystals B and C when cooled with
the Cryotel CT engine (“EC") and with liq-
uid nitrogen (“LN2").

4 Summary and perspectives

The Cryotel CT electrical cooling engine was
mounted and proved to work properly. In fact,
the temperatures reached by the cold frame
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were even lower than the expectations. In ad-
dition, the DEGAS crystals performances with
this cooling system were also tested. The raw
signal obtained was not affected by any signifi-
cant source of noise and the energy resolution,
even if worse than the one obtained with the
Liquid Nitrogen cooling system, was in agree-
ment with the expectations. In the future, the
main goal is to reduce as much as possible the
noise due to the electronics and to mechanical
vibrations of the system. It will then be possible
to compare the energy resolution of the detector
cooled with the cooling systems and choose the
best performing one.
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system in a cryogenic stopping cell
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This project has taken place in the group of the FRS (Fragment Separator) at GSI
which specialises on producing and observing exotic nuclei and their nuclear structure
by cooling the nuclei down to a very low Energy. Therefore, the CSC a cryogenic
stopping cell is used which is an important part of this ion catcher experiment. To
prepare the CSC for the next fission run, it was taken apart and some parts like the
Teflon-plug, the RF-carpet and the fission sources were exchanged. Several calcula-
tions and adjustments that needed to be done to modify the Teflon-plug and check the
RF-carpet as well as the execution and the results of the pumping test can be found
in the following report.

1 Introduction

To be able to make high-precision measurements
of the nuclei and their fission products coming
from the FRS, the nuclei have to be cooled down
to just a few eV/nuclei which happens in the ion
catcher experiment.
The Ion catcher experiment consists of four
main parts

• the FRS with the degrader system

• the cryogenic stopping cell (CSC) including
the Teflon-plug and the RF carpet

• two diagnostic units (DU1 and DU2)

• the MR-TOF-MS which is a multiple-
reflection time-of-flight mass spectrometer.
[1]

Depending if there is beamtime available or
not, the experiment can either be run online or
offline. If a beam is coming from the Sis18, go-
ing through the FRS and the degrading systems
before arriving at the CSC, the experiment is
run “online”. If there are specialised radioactive
sources put into the stopping cell instead of an
incoming beam, one can call it an “offline” run.

2 Experimental setup

For better understanding of the project the ex-
perimental setup is briefly described in the fol-
lowing.

2.1 FRS and degrading system –
“online”

The beam coming from the Sis18 is led on a
target and consequently interacts with it. This
interaction leads to projectile fragmentation
or fission and creates the exotic nuclei that
are observed as part of this experiment. After
these nuclei are produced, the beam is led to an
energy buncher which compresses the range of
the nuclei and then to the Super-FRS, where a
pre- and main- separator separate the nuclei of
interest from the abundant contaminants. Be-
cause of the huge number of different particles
that are delivered in the beam, it is necessary
to first decide which particles to study and then
detect only the particles of interest by tuning
the degrader in a way that just those can enter
the experimental setup. Passing the degrader
system, the nuclei are slowed down and reach
the CSC with an energy of about 2MeV/nuclei.
This still is too high for the experiment and
therefore the nuclei are further slowed down the
CSC.
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2.2 Cryogenic stopping Cell

In the CSC, the nuclei coming from the ion
beam are slowed down from 2MeV/nuclei to
10−5MeV/nuclei within a range of 3m due to
collisions with the cooled helium atoms located
inside the cell. The CSC consists of three main
parts. The DC-cage, the cold chamber and
the outer chamber, whereby the DC-cage is
located inside the cold chamber and the cold
chamber is located inside the outer chamber.
The DC-cage consists of many metal rings
that are connected to a voltage supplier, which
becomes less strong from the top to the bottom
side due to a resistance chain connecting the
rings. This way the electric field acts like a
transport unit and forces the ions to travel
along the cage to the RF-carpet (the so-called
push field). The RF-Carpet is located at the
end of the cold chamber and it generates an
electric field (so-called focus field) but in the
radial plane, which acts like a funnel for the
ions and focuses them in radial direction. This
way they are forced to travel through the
central point of the RF-carpet where the carpet
has a very small hole [ca. 1mm] and finally
enter the acceleration line that leads to the two
diagnostic units and the MR-TOF-MS. [1]

Using fission sources – “offline”
One big advantage of this experimental setup
is that running an experiment does not rely
on the beamtime. To be able to install several
fission sources inside the chamber and to make
experiments with the ions and fission products
of those ions, provides the possibility to run
experiments even when the linear accelerator
and Sis18 are not running. Three different
sources are installed inside the chamber for the
next run, all of them being α -emitters:

Gd148 → Activity: 19.4kBq
Th228 → Activity: 4.3kBq
Cf252 → Activity: 37kBq

Where Cf252 will be the fission source
and Th228 and Gd148 are used as calibration
sources.

2.3 Transport line and diagnostic units

A RF-Quadrupole, which is located after the
RF-carpet, again, focuses the ions on radial di-
rection and ensures their transportation to the
diagnostic units DU1 and DU2 and in further
succession to the MR-TOF-MS. The path from
the RF-carpet to the MR-TOF-MS consists of
three segments which are driven by pumps and
act like an accelerator unit for the ions. The
first diagnostic unit (DU1) consists of three
detectors and her main function is to control
and check the position of the detectors and
to adjust the detectors if needed. The second
diagnostic unit (DU2) will contain an integrated
laser in the future. Thanks to the interaction
between particles from the beam and the laser
one can create new nuclei to be used as calibrate
for a certain mass range where one is measuring.

2.4 MR-TOF-MS

The main measuring unit of the experiment
is the MR-TOF-MS which is a very strong
mass spectrometer that can identify all ions of
interest. [1] As soon as the ions leave the DU2,
they get collected in a so-called “trap-system”.
The trap-system is an empty glass where the
ions are collected in bunches. As soon as the
glass is full of ions, the valve opens automati-
cally and the bunch is further accelerated and
transported to the detectors placed at the end
of the MR-TOF-MS. The detection of the ions
can be performed two different ways:
1. All the ions contained in the bunch that is
released from the trap-system are accelerated to
the detector and get detected at the same time.
With this the masses of the isobars occurring
on the detector can be measured, the resolution
however is not very high.
2. Nuclei can be forced to do more than just
one turn in the tracking system which leads to
a slight change of the path for different isobars.
This leads to the isobars hitting the detector at
the same time but at different points, allowing
their masses to be separated more precisely and
to improve the resolution of the mass spectra.
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3 CSC - Pumping system, Teflon
Plug and RF-carpet

Pumping system
Figure 1 displays the CSC and the two pump-

ing systems which are connected to it. Each
pumping system first uses a pre-vacuum pump
(Ebara PDV250 and Ebara Dry Pump) and
then several turbo-pumps to further lower the
pressure. The pre-vacuum pump is used for
reducing the pressure from the atmospheric
pressure of approximately 1013mbar to a pres-
sure of 10−3mbar before the turbo-pumps can
further reduce the pressure down to 10−8mbar.
The first pumping system, illustrated in the
lower left corner of Figure 1, uses two turbo-
pumps additionally to the pre-vacuum pump.
One is called Seiko, which is located on top
of the CSC and is connected to the insulation
vacuum - this is the space between the cold
chamber and the outer chamber. The second
turbo-pump is called Edwards pump, which
is connected to the Cryostat and regulates
the flow between the Cryostat and the CSC.
Referring to the right upper corner of Figure
1, the second pumping system is illustrated.
It is located on the side of the CSC that is
connected to the DU1. It also consists of a
pre-vacuum pump which in this case is attached
to three turbo-pumps for the DU1, one turbo-
pump for the DU2, three turbo-pumps for the
MR-TOF-MS and one Pfeiffer turbo-pump.
The Pfeiffer turbo-pump is connected to the
inside of the cold chamber and is used to
evacuate it. The whole reason of evacuating
the inside of the cold chamber is to provide the
cleanest environment possible so no collisions
between the nuclei and the impurities existing
in the normal air occur. When evacuating the

Fig. 1: Pumping system of the CSC

chamber, it is very important to reduce the
pressure in the cold chamber and in the space
between the RF-carpet and the connection to
DU1 simultaneously otherwise there would be
a risk of breaking the RF-carpet due to the
pressure gradient between both sides of the
carpet. In this arrangement also the Teflon-
plug is used, which acts as a valve between the
cold chamber and the connection line and is
completely vacuum-tight when closed but lets
the vacuum escape when opened. Therefore, it
is very important that the Teflon-plug opens
and closes properly otherwise the whole vacuum
system would not work and no vacuum could
be held in the cold chamber.

3.1 Teflon plug
A new feedthrough for the Teflon-plug had been
ordered because tests showed that the old one
did not work as expected anymore. The prob-
lem with the new feedthrough was, that the di-
mensions were different regarding the length and
therefore some changes had to be made. In gen-
eral, there were two major things to consider.

1. Dimensional changes of the regulation part

2. Elongation of the Teflon-plug

Dimensional changes of the regulation part The
space between the L-flange and the bar of the
outer framework wherein the CSC is fixed was
just 60mm and the regulation part of the lin-
ear feedthrough itself was already 70mm so the
setup needed to be adjusted in a way to fit ev-
erything within those 60mm.
Therefore, two things were changed:
Firstly, the part of the L-flange where the old
linear feedthrough was fixed got cut off and in-
stead a CF16-flange which was needed for the
new feedthrough was welded on. Because the
inner diameter of the L-flange is 35mm and
the outer diameter of the CF16-flange is 34mm,
the workshop was able to weld a one side-
blinded CF16-flange inside the inner diameter
of the L-flange. Modifying the flange this way
saved about 10mm of space compared to the
old setup but still provided complete vacuum-
tightness. Before, the full length of the L-flange
was 114mm and after the adjustment it was re-
duced to 104mm.
The second thing that was changed was the reg-
ulation part of the new feedthrough. Instead
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of the small but quiet thick handle at the end,
that is used to open and close the Teflon-plug,
a screw system was built. With this system one
should be able to open and close the Teflon-plug
depending on how the nuts are fixed on the con-
necting screw. Because a system like this did not
exist yet, a drawing of the parts had to be made.
Figure 2 shows a sketch of the two screw plates
and the long mounting plate which were needed
for the screwing system and Figure 3 shows the
whole system with all the parts fixed in their
position.

Fig. 2: sketch of the mounting plate and the screw
plates

Fig. 3: Compilation of the screwing system

Elongation of the Teflon-plug
To make sure that there was enough space to
open and close the Teflon-plug when mounted
to the CSC, the new feedthrough was fixed in
a position where it could still be moved back
and forth. Only after this arrangement the mea-
surements to calculate the final length of the
elongation part were taken. These calculations
revealed the total length of 196mm for the elon-
gated part. Because the new feedthrough just
had a length of 82mm, it was too short to be able
to close the vacuum system properly and had to
be elongated. Since in this case two cylinders
with a diameter of 12mm (old feedthrough) and
4mm (new feedthrough) had to be connected,
the most efficient solution was to cut off the orig-

inal part including the Teflon plug and weld it
to the small diameter of the new feedthrough,
which was done by the workshop. Considering
the full length of 196mm and subtracting the
length of the new feedhtrough (82mm) yielded
a length of 114mm, which needed to be cut from
the old feedthrough. A detailed sketch can be
seen in Figure 4.

Fig. 4: Sketch of the elongation part already con-
nected to the new feedthrough

3.2 The RF-Carpet
The RF-carpet consists of 500 concentric rings
– starting with ring 1 in the centre, continuing
with ring 2, 3, 4 and so on. Every ring with
an even number is connected to circuit 1 and
every ring with an odd number is connected
to circuit 2. This, in the end, leads to two
circuits consisting of 250 resistances each,
where every concentric ring is connected to
a resistance. Each of the resistances has a
value of 10kOhm and if measured over the
whole circuit it sums up to 2.5MOhm. This is
also the value that is needed to be measured
to guarantee that the carpet is working properly.

Measurements and Testing
When the RF-carpet was dismounted, the
cables and the PT100 were disconnected from
the pins of the old carpet and connected to
the new RF-carpet accordingly. The cable for
the PT100 was soldered to the carpet as well
for extra security. When all the cables were
connected and soldered at the right position,
the resonance could be measured. For the
carpet to work properly, the resonance should
at least be −10/ − 11 dB. The measurements
taken delivered a value of -18dB at a frequency
of 5.5MHz as seen in Figure 5, which indicated
that the resonance was correct.

The RF-carpet itself creates an electric field
which is run by an oscillating circuit. This
circuit is excited with the resonant frequency
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Fig. 5: Measured resonance in dB at a Frequency of
5.5MHz

of 5.5MHz. To ensure an evenly distributed
funnel-like electric field to focus the ions on
the centre of the carpet, all the connections
between the resistances have to work properly.
Therefore, the total over every circuit was mea-
sured, which should yield a value of 2.5MOhm.
The measurement of the first circuit (between
R1 and R499) and the second circuit (between
R2 and R500) each yielded a value 2.5MOhm
which was very good. After getting the right
values for both individual circuits also the
resistance over both circuits from R498 to R499
was measured and the value was 5MOhm, as
expected. After the right value for the PT100
was successfully measured too, the new carpet
was ready to be connected back to the plateau
of the cold chamber.

3.3 Pumping test

As soon as the modifications done by the work-
shop were completed, the Teflon-plug could be
installed together with the L-flange as seen in
figure 6 and with that the final test to confirm
a proper function of the vacuum system could
be executed, the pumping test.

In this test two functions could be obtained.

Fig. 6: Teflon-plug assembled

In the first run the bypass valve and the
Teflon-plug remained open and an external
pre-vacuum pump was connected to the gate
valve. In this way one could check if the whole
system including the cold chamber is closed
properly and no leak exists. To verify the
proper work one should be able to reduce the
pressure in the cold chamber from 1013mbar
(room pressure) to 5mbar within 30min and
after activating the turbo-pump, one should
reach 10−3mbar following a graph comparable
to the gray line in figure 7. In the second test,
while having the vacuum inside the chamber,
the Teflon-plug and the bypass valve were
closed and then the pump was shut off. This
way one could check if the Teflon-plug was able
to be properly closed and to hold the vacuum
inside the chamber. If in any case these values
cannot be reached, there has to be a leak in
the pumping system, either on the outside e.g.
the Teflon-plug or any other flange connection
or inside e.g. the cold chamber is not closed
properly, which means that the whole CSC has
to be opened again.

4 Results and Discussion

The new arranged Teflon-plug was installed and
the pre-vacuum pump was attached to the gate
valve after which several measurements were
taken. Figure 7 shows a line diagram where
the behaviour of the pressure in dependency
of the time is plotted. The gray line shows
the optimal behaviour that is observed when
the pumping system is completely leak tight,
which was measured directly at the pre-vacuum
pump. After 30min at the latest, the pressure
has to be reduced to 5mbar in order to be able
to continue pumping with the turbo-pump.
The blue line represents the first measurement
taken, which failed. It shows a pressure of
183mbar after 30min. The great difference in
the values between the blue and the gray line
pointed out that the pumping system was not
properly working and there had to be a leak
in the system. Observing the whole vacuum
system led to finding a leak in the Teflon-plug,
which was fixed in the following. Furthermore,
it was observed that handling a screw system
in a place with very little space is not advan-
tageous and there was enough space to use the
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Fig. 7: Teflon-plug assembled

initial handle. Because of these reasons it was
decided, that using the original configuration
of the Teflon-plug with the wheel instead of
the screwing system makes more sense. After
adjusting the setup back, exchanging O-rings
to make sure every part is assembled correctly
and testing all flange connections that could
possibly leak, another test was done - shown
in Figure 7 by the orange line. Even though
the pressure could be lowered way more, it
still was not possible to reduce the pressure
below 16mbar. This led to the assumption that
the leak had to be caused by the not properly
closed cold chamber inside.

To make sure that the failure really arised

Fig. 8: Teflon-plug assembled

from the cold chamber, one last test was done -
displayed in Figure 8. This time the pre-vacuum
pump was connected to the turbo-pump to
evacuate the cold chamber but also to the outer
chamber to be able to evacuate the insulation
layer too.
The pre-vacuum pump was started and after
20minutes the pressure was stagnating at
17.4mbar, as expected. This was when the
connection between the pre-vacuum and the
insulation layer was opened to evacuate that

part too. The pressure instantly jumped to
267mbar because of the bigger volume, but
started to decrease right afterwards. 20min
later, at a total of 40min the pressure already
reached the 5mbar mark and the turbo-pump
could be activated. Just 6min later, at 46min,
the needed pressure of 10−3mbar, was reached.
This test clearly pointed out that there was no
leak in the Teflon-plug but for sure some kind
of leak between the cold and the outer chamber,
which proved the previous assumption.

5 Conclusion and outlook

The aim of this work was to develop convenient
and properly operating solutions for the given
problems in the vacuum system of the CSC
regarding the Teflon-plug and the RF-carpet.
Even though it was not possible to fix the
main issue of the leak in the pumping system
at the end because of the lack of time, the
correct function of the new Teflon-plug and
the RF-carpet could be proven. The next step
will be the re-opening of the CSC and fixing of
the leak in the cold chamber, after which the
experimental setup can be re-assembled again
for the next fission run in October.
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Sb nanowires were fabricated via electrochemical deposition in polycarbonate ion track-
etched membranes. In this work, we present how presence of a surfactant (Brij 58,
Pluronic F-127 or Pluronic P-123) in electrolyte affects growth duration, as well as
surface morphology and crystal orientation of the nanowires. The analysis was per-
formed using scanning electron microscope images and x-ray diffraction data. We
discovered that surfactants mentioned above have significant impact on duration of
the deposition, along with preferred crystal orientation.

1 Introduction

Low-dimensional materials have been a subject
of research for over 30 years now due to their
unconventional characteristics and applications.
Their main use can be found in optoelectronic,
electric and medical devices as well as in chemi-
cal catalysis processes, although specific materi-
als excel in different fields. [6] Antimony (or any
other semimetallic, i.e. bismuth) nanowires are
a topic of interest because of their small effec-
tive mass, energy overlap between conduction
and valence bands and large mean-free path. [1]
They could potentially be a great replacement
for commonly used graphite in Li-ion batter-
ies. [2]
Depending on the utilization, specific proper-
ties of nanowires surfaces are desired. For ther-
moelectric or optical use, it should be smooth
and uniform, whereas in catalysis the imper-
fections and roughnesses are preferable, since
they provide higher surface to volume ratio.
We wanted to study the effects of three surfac-
tants: Brij 58, Pluronic P-123 or Pluronic F-127
on the process by looking at the surface mor-
phology and crystal orientation using scanning
electron microscopy (SEM) and x-ray diffrac-
tion (XRD). There are many methods of fab-
ricating Sb nanowires including chemical vapor
deposition, focused ion beam induced synthe-
sis, displacement reaction or hydrothermal re-
duction. [2] In this work, we present results of
template-assisted electrodeposition using elec-
trolytes with different surfactants and concen-

trations.

2 Experimental

The 30 µm thick polycarbonate (PC) foils were
irradiated with Au ions having fluence of 108

ions/cm2 and energy 11.1 MeV/n. Firstly, they
underwent UV light treatment in presence of
oxygen for 1 hour on each side to enhance and
uniform the ion tracks. [3] Next, they were
etched in 6M NaOH solution in 50◦C to fabri-
cate open pores. To obtain a diameter of around
180 nm, total etching time was 8 minutes. [5]
After that, foils were immediately rinsed with
deionized water and dried. On such samples
thin Au layer (∼ 100nm) was sputtered to pro-
vide electrical conductivity. It was then thick-
ened using AuSF bath for 45 minutes in a two-
electrode setup with the sputtered layer serving
as the working electrode and Au counter elec-
trode. The process was carried out by applying
constant current of -2.4 mA.
Finally, for the process of antimony deposition a
three-electrode setup with Pt80Ir20 counter elec-
trode and a saturated calomel electrode (SCE)
reference electrode was used. For all of the series
0.1M Sb electrolyte solution was used consisting
of NaCl, HCl, tartaric acid, Sb(III)-chloride and
glycerol as a base. [4] Additionally, three differ-
ent non-ionic surfactants were tested (Brij 58,
Pluronic F-127 or Pluronic P-123) in four dif-
ferent concentrations: for Brij 58 - 25, 18.75,
12.5, 6.25 g/L and for both Pluronics - 10, 7.5,
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Fig. 1: Scheme of experimental setup for Sb plating.
The gold back electrode is in a contact with
Cu ring.

5, 2.5 g/L. The deposition was performed by
pulsed plating, applying square waved potential
U1 = −260 mV vs. SCE for t1 = 20 ms and
U2 = −130 mV vs. SCE for t2 = 100 ms. At last
the foil was cut and placed in dichloromethane
overnight to remove the polymer template, in or-
der to obtain samples suitable for SEM imaging.
For the XRD the remaining part was taken. The
analysis was performed from 20◦ to 80◦ with
step of 0.04◦ and 10 seconds measurement time.

3 Results and discussion

3.1 Electroplating

During the deposition of antimony the current
of electroplating was recorded. The curve can be
divided into 3 major stages. First an immediate
increase is visible, followed by a steep decrease.
It corresponds to formation of the double layer
on the electrode and the diffusion layer in the
pores. After the current drops, it stabilizes at
a certain value due to constant area antimony
ions flow through, which signifies the nanowires’
growth. This phase is the longest one and varies
vastly between the surfactants. At last, the
end of the deposition process can be noticed,
when the current increases again, as it is no
longer constrained by the pores and antimony
can freely accumulate on top of nanowires, form-
ing so-called caps [6]. Fig. 2 shows the mean of
ten pulses as the I − t curves of all the samples
with comparison to the sample without any sur-
factant. It is apparent, that the growth without
the surfactant takes significantly less time than
the others and involves higher current. Samples
with Brij 58 required more, however Pluronics’
platings took the longest - over three and up

to even five hours. Additionally, for P-123 no
increase in current was observed. It does not
imply that the nanowires did not grown - they
just have not reached the top.

3.2 SEM

Using the scanning electron microscope (SEM)
images of the samples were taken to determine
any irregularities or disproportions between the
surfactants and examine the surface morphol-
ogy. Fig. 3 shows close-up pictures of three
samples with highest amounts of surfactants (b,
c, d) and a reference one (a). It is clear that ad-
dition of any of the studied surfactants results
in greater roughness on the exterior, as well as
at the ends of the nanowires. Although not pic-
tured here, in all the samples caps were present
to some extent. This indicates, that the length
of the majority of the wires is about the same
and reaches 30 µm.

3.3 XRD

X-ray diffraction allowed to examine crys-
tallinity of the wires, in particular their crystal
orientation, which is particularly meaningful, as
Sb demonstrates anisotrophic properties.

Fig. 4: Joint x-ray diffractogram of four samples
with the highest surfactant concentrations.
Y-axis represents intensities normalized by
the intensity of the (102) reflection multi-
plied by the factor of 100. Due to big dif-
ferences between heights, some peaks appear
less visible. Every subsequent diffractogram
has an offset of 100 to improve clarity of the
plot.
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Fig. 2: Plot of current averaged over ten pulses for
samples with Brij 58, Pluronic F-127 and
Pluronic P-123 surfactants in different con-
centrations respectively. Please note the
negative axes as well as different time scales.

(hkl) No surf. Brij 58 F-127 P-123

(101) 0.92 0.25 0.96 4.64

(102) 3.36 4.46 0.11 0.22

(110) 0.06 0,02 4.83 0.69

(113) 0.46 0.10 0.44 0.41

(202) 0.64 0.02 0.34 0.43

(204) 1.37 2.13 0.18 0.31

(212) 0.20 0.02 0.14 0.30

Tab. 1: Texture coefficients for samples with zero
and highest concentrations based on XRD
results. Values above 1.0 are coloured to in-
dicate predominant orientation.

Fig. 4 presents diffractograms of the samples
with highest concentrations of examined surfac-
tants and a reference. For each, reflections com-
ing from antimony were identified. Intensities
were normalized by dividing every value with
highest one, corresponding to approximately 28◦
((102) plane). Additional reflections visible at
38◦, 44◦, 65◦ and 77◦ are associated with gold.
From the peaks’ intensities, the texture coeffi-
cient was calculated for each orientation using
formula (1):

Tc(hkl) =
I(hkl)/I0(hkl)

(1/N)
[∑

N I(hkl)/I0(hkl)
] (1)

where I(hkl) is the measured intensity, I0(hkl) is
the tabled intensity [7] and N is the number
of reflections taken into consideration - in our
case, 7. The values of Tc > 1 correspond to
dominance of crystalline orientation for partic-
ular plane. The results are presented in Tab
1. While presence of Brij 58 makes nanowires
grow with similar orientation as in the sample
without any surfactant, that is (102) and (204),
all three cases vary from each other. Nanowires
grown with Pluronic F-127 have preferred (110)
direction and P-123 - (101). Hence, addition of
every surfactant results in crystals growing in a
different direction, which is strongly defined.

4 Conclusions

The purpose of the experiment was to examine
impact of three surfactants (Brij 58, Pluronic
F-127 and P-123) on the process of growing Sb
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Fig. 3: Pictures from SEM of nanowires grown in presence of a) no surfactant, b) 25g/L Brij 58, c) 10g/L
Pluronic F-127 and d) 10g/L Pluronic P-123. On figure a) additionally, cap of grown antimony
can be seen.

nanowires. We looked into growth length by ob-
serving current, as well as the outside appear-
ance by imaging with SEM and crystal structure
of the final product by XRD analysis. The re-
sults showed, that deposition using electrolyte
with Brij 58 takes least amount of time, while
F-127 and P-123 need significantly more (over
3 hours). When looking at the surface slight
roughness and porosity could be observed in all
three samples in comparison with reference one.
X-ray diffraction analysis revealed that crys-
tallinity of nanowires depends on the sufractant
used. All of the samples had different leading
orientation, with texture coefficient higher than
4, although sample grown with Brij 58 resem-
bled reference the most.
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In this experiment, the energy resolution of two different diamond detectors was in-
vestigated. The influence of the applied bias voltage, the signal amplifier and the gain
voltage on the energy resolution was investigated.

1 Introduction

The goal of the nuclear physics community is to
develop a unified model of the atomic nucleus.
The Lisa Experiment by Kathrin Wimmer [1]
aims to characterise collectivity and shape tran-
sitions in exotic nuclei. These are directly re-
lated to different components of the nuclear
force, so that the general model underlying the
nucleus could be improved. To achieve this goal,
the LISA project will aim to improve the life-
time measurement of different states in the nu-
cleus. In order to make a more accurate lifetime
measurement, the energy of the photons emitted
during the decay must be determined as accu-
rately as possible. The gammas radiated by a
nuclear decay in motion at the speed β · c at an
angle α must be Doppler corrected with equa-
tion 1

E0 = Elab ·
1− β cos(α)√

1− β2
(1)

In order to carry out an energy correction of
the measured gammas as accurately as possible,
the parameters β and α have to be determined
as precisely as possible. In standard in-beam
gamma-ray experiments a single target is used.
For the velocity correction the velocity is mea-
sured before and after the target. To determine
the angle, the centre of the target is used as the
position. The LISA project aims to reduce the
inaccuracy of these parameters. For this pur-
pose, several layers of solid active targets made
out of CVD diamond will be used. These indi-
vidual layers are significantly thinner than con-
ventional targets. Since the CVD diamonds also
function as detectors, if the energy deposited by
the ions in the diamond material is measured
with sufficient precision, the nuclear charge of
the ions can be deduced. In this way, it can
be determined in which diamond layer the reac-

tion took place. Thus, the LISA project could
improve the Doppler correction by both a more
accurate α and β value. To achieve this objec-
tive, the energy resolution of the detectors must
be precise enough, which is investigated in this
project for two different CVD diamond detec-
tors.

2 Experimental setup

Two different CVD-based diamond detectors are
used for this test. The first detector (here-
after DET1 ) has an active area of 2 × 2 mm2

and a thickness of 0.09 mm. The second de-
tector (hereafter DET2 ) has an active area of
3.23 × 3.23 mm2 and a thickness of 160 µm.
Both sides of the detectors are used for the
measurements (See Fig. 1). DET1 is operated
with a bias voltage between −100 V and 100 V .
DET2 is operated with a bias voltage of −170 V
to +170 V . The bias voltage is generated by a
high voltage module and is applied to the de-
tector through the amplifier. The detectors are
mounted opposite a triple alpha source at vari-
ous distances from 1 cm up to 6 cm. The source
contains Am241, Cm244 and Pu239 and emits
mainly at 5156 keV , 5486 keV and 5806 keV .
The detector and source assembly is placed in
a vacuum chamber with a pressure between
5 ·10−6 mbar and 5 ·10−7 mbar during the mea-
surement. Two different generations of the cur-
rent sensitive DBA preamplifier [2] are used to
amplify the signal. For the amplifier of the third
generation (hereafter DBA3 ) a fixed gain set by
the gain voltage 3.5 V can be used.In contrast
for the amplifier of the fourth generation (here-
after DBA4 ) gain voltages of 1 V, 2 V and 3.5
V are used. The signal generated by the alpha
particles in the detector is then amplified using
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the amplifier. The amplified signal is read out
and stored using an oscilloscope. An overview
of the setup is given in Fig.2 .

Fig. 1: A: First side of DET1; B: Second side of
DET1; C: First side of DET2; D: Second
side of DET2

Fig. 2: Experimental setup

3 Data-Analysis

3.1 Preparation of the recorded data
for further analysis

The measurements of the energy deposited by
the alpha particles in the detector are carried
out with the setup described. The highest en-
ergy resolution possible with this setup is thus

determined. The release of energy from the al-
pha particles in the detector creates electron-
hole pairs that drift to both contacts of the de-
tector. The resulting signal is then amplified by
the amplifier and recorded by the oscilloscope.
The traces recorded in this way are evaluated
with the C++ software package ROOT.
An example trace is given in Fig.3.

Fig. 3: Example trace, measured with the first side
of DET1 with DBA4 with 2 V gain and -170
V bias

The signal generated by the alpha particle is the
peak in the middle of the trace. The energy that
can be assigned to a trace can be determined by
the peak using various methods, these methods
are described in section 3.2. During data ac-
quisition, in addition to the signal generated by
the alpha particles, a periodic signal is recorded
that cannot be associated with the deposition of
the alpha particles’ energy in the detector. Fig 4
shows the superposition of 2560 recorded traces.
Here, a periodic signal is clearly visible that ex-
tends over the entire recorded trace. This signal
is classified as electronic noise and disturbs the
measruement. The connecting cables from the
detector to the amplifier and the amplifier it-
self are wrapped in aluminium foil, which acts
as a Faraday cage to shield these externally col-
lected signals. The periodic signals still occur
during data collection. The periodic signals are
removed offline using a ROOT macro which de-
tects the periodic signals and suppresses them
during further data analysis. An example of the
superposition of the measured tracks after iden-
tification of the periodic signals is given in Fig.
5. In the following data evaluation, the peri-
odic signals for all recorded data are filtered out
using this method.
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Fig. 4: 2560 traces including traces with periodic
signals; measured with the second side of
Det2 with DBA4 with 2 V gain and -170 V
bias

Fig. 5: 2400 Traces after suppression of the peri-
odic signal; measured with the second side
of Det2 with DBA4 with 2 V gain and -170
V bias

3.2 Determination of the energy
resolution based on the recorded
traces

The evaluation of the traces is done with the
C++ software package ROOT.
A measure of the energy deposited in the de-
tector is the height of the measured peak [3].
Since the peak is very narrow in the measured
data, the area under the peak is used as a mea-
sure of the height. Due to the discretisation of
the measured data points, the sum of the data
points belonging to the peak is used as a mea-
sure of the area under the peak. The energy can
be determined in arbitrary units in this way.
This measure of the areas under the peaks shows
an accumulation at three different values (Fig.
6). Since the alpha particles are completely
stopped in the detector, they emit all of their ki-
netic energy. The accumulations found are con-
sequently identified with the three energies that
the alpha source primarily emits. Due to the
spectrum of the alpha source, energies at 5156
keV, 5486 keV and 5806 keV are expected to be
measured. The accumulations in the calculated
areas underneath the peaks are then adjusted to
the corresponding energies of the alpha particles

with a ROOT macro.

Fig. 6: X-Axis: Calculated area underneath the peak
in arbitrary units; Y-Axis: Counts for a
prticular x-value; Representation of the cal-
culated area by summing up the surfaces un-
derneath the peaks of 6000 traces; traces
measured with Det1, DBA4, 2V Gain, first
side, Bias -100V

It is possible that the rise time is energy-
dependent [3]. To determine this rise time, the
peak is fitted with a Gaussian function from its
beginning to its maximum. A measure of the
rise time is then determined by determining the
time interval in which the Gaussian fit increases
from 15% to 85% of its maximum value. De-
termining the rise time in this way does not
work with the measured data. In Fig.7 the rise
time values are plotted against the correspond-
ing area underneath the peaks, which is deter-
mined by adding up the data points of the peaks.
It can be seen that the areas under the peaks
show three discrete accumulations, as can also
be seen in Fig.6. For the method of determining
the rise time via the Gaussian fit, there are no
accumulations for three different values. An in-
tegral over the Gaussian fit of 15% to 85% of the
maximum value as a measure of rise time shows
similar results to using the time interval of the
Gaussian fit (Fig. 8). The values determined by
the integral over the fit are plotted in Fig.9 and
show only a single accumulation, as can be seen
from the y-axis in Fig.8. The direct use of the
discrete data points instead of a fit to determine
the rise time does not provide any meaningful
results. The rise time is thus independent of
the signal amplitude. This is of importance for
the application of diamond detectors as timing
detectors as well as the application in the LISA
project.
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Fig. 7: Comparison of the rise time method to the
respective calculated area under the peak; X-
Axis: Calculated area underneath the peak
in arbitrary units; Y-axis: Rise time deter-
mined by the time interval of the rise in-
terval of the Gaussian fit in arbitrary units;
traces measured with Det1, DBA4, 2V Gain,
First side, Bias -100V

Fig. 8: Comparison of the rise time method to the
respective calculated area under the peak; X-
Axis: Calculated area underneath the peak
in arbitrary units; Y-axis: Rise time deter-
mined by the integration of the rise interval
of the Gaussian fit in arbitrary units; traces
measured with Det1, DBA4, 2V Gain, First
side, Bias -100V

Fig. 9: Representation of the determined rise time
of the traces from Fig.8; X-Axis: Calculated
area underneath the peak in arbitrary units;
Y-axis: Number of traces; traces measured
with Det1, DBA4, 2V Gain, First Side, Bias
-100V

The traces recorded for DET2 have a very
strong overlap in the associated area calculation
(Fig.10) when compared to the peaks associated
with DET1 in the area calculation (Fig.6). Due
to this overlap, the resulting energy resolution is

highly inaccurate. The reason is unknown but
this detector has been used in-beam and could
suffer from damage. Therefore, only DET1 is
further analyzed.
A time shift occurs in some cases during the
measurement. This can be seen in Fig.11 by
the fact that some peaks occur at different time
stamps. The resulting effects on the energy res-
olution are negligible for the measured data.

Fig. 10: X-Axis: Calculated area underneath the
peak in arbitrary units; Y-Axis: Counts for
a particular x-value; 4234 traces measured
with Det2, DBA4, 3.5V Gain, first side,
Bias -170

Fig. 11: Representation of the time shift; traces
measured with DET1, DBA4, 2V Gain,
First Side, Bias +100V

4 Results

The energy resolution for both sides of DET1
for different gain voltages determined by the
area underneath the peak (Sect. 3.2) are listed
in table 1. Due to the vacuum magnitude of
6 ·10−6mbar, the alpha particles lose an amount
of energy up to the detector that cannot be de-
tected in this experiment. The distance between
the source and the detector does therefore not
influence the results. The DBA3 amplifier shows
worse results than the DBA4 with otherwise the
same setup, so no measurements with DBA3 are
listed. The results using a gain voltage of 1V are
significantly worse than those at 2V and 3.5V.
Therefore, these are not listed. The noise of the
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Amplifier - Gain-Voltage Noise [mV] Amount of
traces

Energy resolution Side Bias [V]

DBA4 - 3.5 V 48.70± 10.02 1500 Energy resolution at 5156 KeV: 3.57%
Energy resolution at 5486 KeV: 3.35%
Energy resolution at 5806 KeV: 3.16%

1 +85

DBA4 - 3.5 V 47.85± 10.79 2000 Energy resolution at 5156 KeV: 3.10%
Energy resolution at 5486 KeV: 2.89%
Energy resolution at 5806 KeV: 2.38%

1 −100

DBA4 - 3.5 V 105.59± 14.50 12000 Energy resolution at 5156 KeV: 4.32%
Energy resolution at 5486 KeV: 3.76%
Energy resolution at 5806 KeV: 3.22%

1 +100

DBA4 - 2 V 5.54± 0.97 6000 Energy resolution at 5156 KeV: 3.10%
Energy resolution at 5486 KeV: 2.87%
Energy resolution at 5806 KeV: 2.35%

1 −100

DBA4 - 2 V 9.40± 1.63 12000 Energy resolution at 5156 KeV: 3.62%
Energy resolution at 5486 KeV: 3.30%
Energy resolution at 5806 KeV: 2.89%

1 +100

DBA4 - 2 V 5.32± 0.94 2000 Energy resolution at 5156 KeV: 3.61%
Energy resolution at 5486 KeV: 3.30%
Energy resolution at 5806 KeV: 3.16%

2 −100

DBA4 - 3.5 V 47.63± 8.09 2000 Energy resolution at 5156 KeV: 3.26%
Energy resolution at 5486 KeV: 3.14%
Energy resolution at 5806 KeV: 2.38%

2 −100

Tab. 1: Data evaluation for DET1

traces is displayed. This allows the comparison
of different settings with the same absolute value
of gain and bias voltage.

5 Conclusion

With the setup used here, the first detector,
with the first side opposite the source in connec-
tion with the DBA4 amplifier, a gain voltage of
2V or 3.5V and a bias voltage of -100V, shows
the best energy resolution. This energy resolu-
tion is not sufficient, as a resolution of around
one percent is required for the LISA project.
Using a charge sensitive amplifier instead of a
current sensitive amplifier might enhance the re-
sults. The rise time is independent of the signal
amplitude. The occurrence of the time shift dur-
ing the measurement (Sect. 3.2) should be in-
vestigated to ensure the reliability of the results
of the detectors in longer measurements for the
LISA project.
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Axial resonators of the non-destructive detection
system in ARTEMIS

Marcos Quintas Pérez
University of Santiago de Compostela, marcos.quintas.perez@rai.usc.es

The resonators are the basis of the non destructive detection systems in Penning Traps
experiments such as ARTEMIS, performed in GSI. They act as RLC circuits attached
to the ion trap. In this article we focus in the study and test of the axial resonators.
This kind of resonators are the most difficult to build.

1 Introduction

1.1 Fundamental of Penning Traps
Some Penning Traps experiments, like
ARTEMIS (Asymmetric Trap for the mea-
surement of Electron Magnetic moment of
Ions) in GSI, are designed to perform precise
measurements of the magnetic moment of the
bound electrons in heavy ions. This provide
a test for the QED theory and lead to more
accurate fundamental constants.

A Penning Trap consist in a device used to
confine a charged particle. Due to the fact that
is not possible to confine a charged particle us-
ing only a electric field, is necessary the use of
a magnetic and a electric field to carry it out.
This kind of ion trap use a strong vertical ho-
mogeneous magnetic field (axial direction) and
a quadrupole harmonic electric field.

A particle in a electric and magnetic field ex-
periences the Lorentz force

F = q(E⃗ + V⃗ × B⃗). (1)

In a real Open-Endcap Penning Trap with
Cylindrical Electrodes, such as the ARTEMIS
Penning traps, this force lead to the ion to have
different types of oscillations. One is the axial
oscillation with frequency

ωz =

√
qU0C2

md2
, (2)

and other is the radial oscillation caused by
the homogeneus magnetic field, with a cyclotron
frequency

ωc =
|qB|
m

=
√
ω2
− + ω2

+ + ω2
z . (3)

Actually the radial motion is the superposi-
tion of two circular motions, one with frequency
w+ and other with frequency w−. The last term
of the equation above have into account that
the electrodes are not perfect, and therefore the
trapping potential is not ideal.

Fig. 1: Ion motion in a Penning trap

1.2 Electronic detection system
The motion of the ion inside the Penning trap
induce in the elecrodes a small electric current
Ip. To amplify the electic signal, a RLC paralell
circuit (or resonator circuit) is conected to the
electrodes is used. The ion may be regarded as
another RLC circuit itself.

The quality factor Q is the ratio between the
stored and dissipated energy per angular cycle.
It is given by

Q =
ω0

δω
. (4)
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Fig. 2: Electronic system:a)Ion in the trap and res-
onator circuit; b)Considering the ion as a
RLC circuit

The higher the quality factor, the lower the
energy loss and higher the efficiency. ω0 is the
resonance frequency of the resonator circuit. In
a helical resonator, if L is the inductance of the
resonator, Cp his self-capacitance and CT the
capacitance of the trap, then we have that

ω0 =
1√

L(Cp + CT )
. (5)

when the resonance frequency of the RLC-
circuit is the same as the frequency of the ion
motion, then there is a voltage drop

UP = RP Ip = ω0LQIp. (6)

Where RP = ω0LQ the paralell resistor. At
its resonance frequency the resonator behave
like a resonator with resistance RP .

A resonator is building in such a way that
his frequency resonance tune with the frequency
of the ion motion. In order to maximize the
voltage drop, the inductance and quality factor
Q of the resonator should be maximized.

In the experiment ARTEMIS, there are three
different types of resonator. One is a axial res-
onator whose resonance frequency should tunes
with the axial frequency motion of the ion, cy-
clotron resonator to measure the cyclotron fre-
quency of the ion. They are located at the spec-
troscopy trap. The another one is other axial
resonator located at the creation trap. The con-
nection with the trap add a resistor and a ex-
ternal capacitance CT that reduces the quality
factor and change the resonance frequency of the
resonator.

2 Experimental process

In our project we focus on the building and
study of axial helical resonators. In order to
maximize the quality factor and the inductance,
the axial resonator is built using a core of Poly-
tetrafluoro Ethylene (PTEF) that have a low
dielectric constant, resulting in a low capaci-
tance of the coil, and winding a thin copper oil
around this core. Each layer of coil should be

shielded with teflon tape for mechanical stabil-
ity and better thermalisation of the wire. The
device is surrounded by a housing of OFHC cop-
per. The base plate is also made up of this ma-
terial, which reduces the resistance and improve
the heat conduction at cryogenic temperatures.

Two kind of resonators were built. First one
resonator of a single layer coil and posteriorly
other resonator of two and a half layer coil.

Fig. 3: Building process of one of the resonators

For each complete coil layer, it is necessary to
reduce the external noises. The method to do
this in the resonators of ARTEMIS is the induc-
tor tapping. It consist of soldering the inductor
coil in a position with a winding ratio of 2/3 for
the primary coil and 1/3 for the secondary coil.
The end part from the side where the coil have
the larger number of windings is named hot end
while the end part of the other side is referred
as the cold end.

Fig. 4: Inductor tapping

Being VP and VS the voltages through the pri-
mary and the secondary coil respectively, then
we have

VP
VS

=
NP
NS

, (7)

where NP and NS are the number of turns in
the primary and secondary coil.

The test of the resonators was made sending
harmonic electrical signals (harmonic electrical
currents) of different frequencies in a specific
range like input to the resonator and measuring
what frequencies the resonator let pass at the
output (resonance peaks). This measurements
were repeated for different capacitors (each one
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with their capacitance CT ). The device that
performed this task was the spectrum analyser.
The measurements were make at room temper-
ature.

Fig. 5: measurement process of one resonator with
one capacitor attached using the spectrum
analyser. Notice that the capacitor should
be grounded

During the building process of this second
one, it was realized that the resonator didn’t
work. This was due to any resonance peak were
observed as output in the spectrum analyser.
After disassembled the resonator it was realized
that the coil had broken at the first layer. The
break of the coil is the only reason because of
any resonator doesn’t work. Then other res-
onator of two and a half layer coil was built.

3 Results

The error of the frequency was taken as the
bandwidth of the resonance peak for each mea-
surement. With the measurements of the res-
onance frequency of the resonator versus the
external capacitance CT attached to the res-
onator, the representation of the square inverse
frequency for each capacitance CT should be a
linear relation according to (5).

From a linear fit y = aẋ+ b where y = 1/w2,
x = CT , we have, using (5), that

L = a Cp =
b

a
(8)

where Cp is the self-capacitance of the axial res-
onator.

Then for the resonator of one single coil layer
the results are the following

Fig. 6: linear fit-resonator with a single layer coil

a = 1, 455710350(12) · 10−5 F−1s2

b = 3, 06161600109755700000(12) · 10−16 s−2

r = 0.9776

where r is the Pearson correlation coefficient.
Te experimental inductance a self-capacitance of
this resonator are

L = 1, 455710350(12) · 10−5 H

Cp = 2, 060708536(16) · 10−11 F

and the resonance frequency without any ca-
pacitance is

w0 = 9, 16(11) MHz

Meanwhile for the resonator with two and a
half layer coil the results are

Fig. 7: linear fit-resonator with two and a half layer
coil

a = 1, 17511664(23) · 10−4 F−1s2

b = 2, 977142330000000000(52) · 10−15 s−2

r = 0.9989



and therefore

L = 1, 17511664(23) · 10−4 H

Cp = 2, 5334866588222256000(61) · 10−11 F

and the resonance frequency without any ca-
pacitance is

w0 = 2.908(72) MHz

The linear fits were made with the python
module scipy.optimize and the function curvef it
from that module. This function make lin-
ear (and no linear) fits using the least square
method.

4 Conclusions

It was showed that the builded axial resonators
behave according to the theoretical equation (5).
In the case of the resonator of two and a half
layer coil the experimental behaviour is more
close to that equation.

For the case of the resonator of two and a half
layer coil the result for the self-capacitance make
sense due to the large number of turns (between
280.300). In the case of the resonator of a single
layer coil the result for the self-capacitance is a
bit big for the number of turns considered. If
we see with

Also from the previous section we can see that
the more the external capacitance CT attached
to the resonator is, the lower is the resonance
frequency of the resonator and therefore lower
the quality factor, according to (4). That is ex-
actly what happens when the resonator is con-
nected to the Penning Trap.

The next step should be study the resonator
in cryogenic conditions, similar to the condi-
tions inside of the Penning Trap, and check the
change in the frequency resonance and the qual-
ity factor. This can be done using a vacuum
chamber. It couldn’t be done for lack of time.

Acknowledgments

Special gratitude to all GSI Summer Students
for your support and kind messages after my
unfortunate accident. Also thanks to Manassa
for being with me at the lab.



168 Quintas Pérez, Marcos



Axial resonators of the non destructive detection system in ARTEMIS 169



170 Quintas Pérez, Marcos



Axial resonators of the non destructive detection system in ARTEMIS 171



172 Quintas Pérez, Marcos



Notes



174 Notes



Notes 175



176 Notes




