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a b s t r a c t

A Monte-Carlo simulation package has been developed to model the response of a detector system for

ion identification used in conjunction with ion separators following nuclear reactions. The simulation is

written predominantly using the GEANT4 framework but utilises the ion transport code MOCADI for

accurate separator and reaction modelling. A novel MOCADI–GEANT4 interface has been developed to

utilise the parameter file output option of MOCADI as an event generator for the GEANT4 detector

simulation. Test simulation results have been compared with experimental data and excellent

agreement was observed. The simulation has successfully been used to model a new particle detection

system prototype (Lund-York-Cologne CAlorimeter (LYCCA)-0) and validate a method of ion

identification using energy and time-of-flight with this system.

& 2009 Elsevier B.V. All rights reserved.
1. Introduction

As experimental nuclear structure studies extend away from
stable nuclei and towards the proton and neutron drip-lines,
accessing more exotic isotopes becomes extremely difficult with
stable beams and targets. Therefore the future of nuclear structure
physics will need radioactive ion beams (RIBs) to produce the
nuclei of interest. One method of RIB production is projectile
fragmentation which is currently used by many accelerator
facilities worldwide with new facilities and upgrades at existing
laboratories planned to extend the range and quality of RIBs. The
nuclei to be studied will often be produced with small cross-
sections, thus the clean identification of all (non-light particle)
reaction products is essential. Spectroscopic studies in particular
will require accurate ion identification in order to ascertain the
origin of detected nuclear de-excitation radiation. Many techni-
ques and devices are currently employed to determine the charge
and mass of reaction products including electromagnetic spectro-
meters and solid state detector telescopes. New systems to
identify and select low cross-section reaction channels are
becoming increasingly complex, hence it is desirable to not only
ll rights reserved.

: +441904 432214.
be able to simulate the detector system to be utilised but also the
whole measurement environment including the reaction process.
Moreover, the added complexity and cost of new systems means
that simulating detector response becomes a crucial stage in their
design.

Various software packages and codes exist to simulate nuclear
reactions such as projectile fragmentation, transfer and Coulomb
excitation as well as the passage of ions through magnetic
separators. For example, reaction codes such as ABRABLA [1]
and EPAX2 [2] can calculate cross-sections and yields for
fragmentation reactions and GOSIA [3] and CLX [4] calculate
similar quantities for Coulomb excitation. MOCADI [5] and LISEþ
þ [6,7] incorporate EPAX2 to not only model the reaction process
but also the passage of the produced ions through a magnetic
separator. There also exists software to model particle detector
geometries and their response to ion implantation and radiation.
Software frameworks such as GEANT4 [8] and MCNP [9] allow the
user to define and model detector systems by tracking particles
and radiation through sensitive detectors. Although all of these
software packages are state-of-the-art and have been rigorously
tested and improved, some over many years, there does not exist a
software package to completely simulate detector response,
nuclear reactions at relativistic energies and magnetic separators
to produce simulated data in a format analogous to that collected
during a real experiment. Ideally, one would utilise some of these
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tried and tested programs to build a complete experimental
simulation package but difficulties arise at the interfaces between
the codes. A new simulation package has therefore been created
which incorporates some of the aforementioned programs along
with newly developed interfaces and modules.
2. Simulation overview

Fig. 1 shows a basic block diagram of the complete simulation
package which can be considered to consist of three main stages
with interfaces between each stage. The first stage is primarily
concerned with the generation of RIBs via projectile fragmentation
reactions. The reaction between a stable beam and target is
modelled and the resulting reaction products enter a device to
separate and select a particular fragment. The final part of stage 1 is
to model a secondary reaction involving the newly produced RIB to
produce and/or excite the nuclei to be studied.

The second stage of the simulation is concerned with the
tracking of the nuclei from stage 1 onto and through a virtual
particle detector system. Physics processes are invoked to
determine the results of interactions between the nuclei and the
sensitive detector material. The third and final stage takes the
simulated detector signals, digitises and stores them in a suitable
format for later analysis. Simple algorithms can also be applied at
this stage, the results of which can be histogrammed along with
the raw detector signals.
3. Software choices

The Monte-Carlo simulation framework GEANT4 was chosen to
model the particle detector elements for stage 2. GEANT4 has
been used extensively by the high energy physics community for
detector simulations but its capabilities are now being realised by
nuclear physicists. A GEANT4 user application can not only model
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Fig. 1. A basic schematic diagram detailing the three main stages that comprise
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Fig. 2. A detailed schematic diagram of the simulation package highlighti
the response of particle detectors but also model a number of
nuclear reactions and has the ability to track the passage of
charged particles through magnetic fields. Using GEANT4 to
simulate an ion separation device or nuclear reactions (in stage 1)
is not a trivial task and is also rather unnecessary as many such

tried and tested applications already exist (see Section 1).
Therefore, to simulate the passage of ions through an ion
separator in stage 1 the program MOCADI was chosen.

MOCADI allows the user to simulate a range of separators by
defining the corresponding magnets, collimators, slits and track-
ing detector materials. Fragmentation reactions incorporating the
Goldhaber momentum distribution [10] can also be modelled
with MOCADI with an option to output parameters describing the
ions at certain points in the separator setup to a text file.

The data analysis package ROOT [11] is the software chosen
with which to analyse the simulation results for stage 3. The ROOT
package contains a powerful data compression feature for the
storage of large correlated data sets. ROOT is written in Cþþ, as is
the GEANT4 framework and therefore can easily be linked with a
GEANT4 application negating the need for an interface between
stages 2 and 3 (Fig. 1). All of this makes ROOT an ideal choice for
the histogramming, storage and analysis of the simulated data.

Fig. 2 shows a more detailed schematic diagram of the
simulation package highlighting the three stages involved and
the need for only a single interface (between stages 1 and 2) due
to the outlined software choices.
4. Stage 1: MOCADI simulations

One advantage of using an external program such as MOCADI
to model a nuclear reaction and produce a file parameterising the
reaction products is that the file can be used repeatedly for
different detector geometries. This maintains a level of consis-
tency when optimising or investigating different detector config-
urations and also reduces the simulation running time as new
reaction products need not be generated after each detector
modification. MOCADI is used to simulate both the primary and
the secondary reactions, that is, the RIB production and the
production/excitation of the nuclei of interest. A MOCADI input
file is produced which describes all of the magnet elements,
collimating slits and tracking detector materials for the ion
separator being simulated as well as any reaction targets to be
used. A primary beam with, energy, spatial distribution and
divergence parameters is defined along with the number of
primary beam particles to be generated. After the primary
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reaction between the beam and the first reaction target, the ion
optics are optimised for a particular intermediate fragment (see
Fig. 2). The intermediate fragments that emerge from the
separator can then impinge on a second reaction target. To
produce a range of secondary reaction products, MOCADI needs to
be run multiple times, once for each required ion type. For each
generated primary beam particle, the parameters describing each
intermediate and/or secondary ion are written to a file at every
user defined ‘save point’ that the ion successfully reaches in the
virtual separator setup. These save points can be used to evaluate
quantities such as position and energy loss in the separator
tracking detectors. After stage 1 of the simulation, the generated
parameter files need to be collated and modified in order to be
used in stage 2.
5. MOCADI–GEANT4 interface

The parameter files produced by MOCADI (stage 1) are used to
generate the ions in the GEANT4 application (stage 2) that will
interact with the detector system. As MOCADI was never
developed with this goal in mind, some modifications to the
parameter files need to be performed to produce files suitable for
stage 2. This is the interface stage shown in Fig. 2 and is a multi-
step process utilising scripts and programs developed using Perl
and Cþþ. Perl is a powerful scripting language with many file
manipulation commands and Cþþ is a multipurpose, high-level
object-oriented programming language in which GEANT4 is
written, making them both the languages of choice.

As mentioned in Section 4, MOCADI has to be run multiple
times if a range of nuclei are to be produced in the secondary
reaction. This is performed with a Perl script which substitutes
new A and Z values in the input file, from a pre-determined list, for
each required secondary reaction product. After each substitution,
the script executes MOCADI and appends an integer to each
outputted text file. Once all of the parameter files have been
generated another Perl script is used to separate the data into two
files, one containing all of the parameters describing the
intermediate fragments at each save point and another for
the secondary reaction products. This step is required as only
the secondary products are tracked by the GEANT4 application. As
MOCADI outputs the parameters for every surviving ion, produc-
tion cross-sections need to be applied to reflect the relative yields.
The EPAX2 production cross-sections are listed for each ion in the
corresponding output files. These are automatically retrieved and
then applied to the secondary products listed in the parameter file
by a Cþþ program. During the cross-section application process
the correlations between the intermediate and secondary ions are
preserved; any intermediate fragments that do not reach the
second reaction target are discarded. Once all of the modifications
have been applied, two parameter files exist describing the
correlated intermediate and secondary ions, which are then used
as input files for the next stage of the simulation.
6. Stage 2: GEANT4 application

Stage two of the simulation package consists of an application
written predominantly using the GEANT4 framework. Within the
code, each detector geometry is defined as well as the physics
processes that govern the ion interactions with the sensitive
detector regions. A new Cþþ class has been developed, Read-

MocadiEvent, to read the parameter files and pass the values to the
GEANT4 application event-by-event. For each event, the applica-
tion uses the GEANT4 particleGun class to create an ion, at a
particular spatial position, with mass, charge, energy and
trajectory, all defined by the read parameters. After creation, the
ion is tracked onto and through the complete detection system
geometry until it either leaves the specified ‘world volume’ or
comes to rest inside a detector medium. A Digitisation module, for
signal processing, is defined in the application for each detector
type. The module outputs digitised detector signals, for example,
deposited energy, position and time. The Digitisation method also
applies a Gaussian distribution, of specified width, to each signal
in order to simulate the time and/or energy resolution of the
detector and associated electronics. The application has a
graphical interface which allows the user to change the detection
system position and various detector resolution widths interac-
tively without the need to recompile the code.
7. Stage 3: ROOT analysis

The third and final stage of the simulation is the analysis,
histogramming and storage of the simulated detector signals.
ROOT histogram creation methods are called directly by the
GEANT4 application and the histograms are filled on an event-by-
event basis. The Analysis module can also be used to perform basic
signal analysis, for example, a time-of-flight calculation from the
difference between detector time signals. All of the user
calculated quantities and raw detector signals are stored in a
ROOT Tree object for post-simulation data analysis.
8. Simulation test case

8.1. Detector: LYCCA-0

LYCCA-0 is the first prototype of LYCCA (Lund-York-Cologne
CAlorimeter) [12], a device to identify nuclei following reactions
involving exotic radioactive beams. LYCCA will be used in the
HISPEC (High resolution In-flight SPECtroscopy) [13] programme
as part of the NuStAR (Nuclear Structure Astrophysics and
Reactions) [14] collaboration at the international facility FAIR
(Facility for Anti-proton and Ion Research) [15]. The system will
consist of separate detector modules which can be positioned in a
variety of geometries and will use an energy loss (DE), residual
energy ðErÞ and time-of-flight (TOF) method to identify nuclei
following the secondary reaction. Each LYCCA-0 module has a
6� 6 cm2, 300mm thick, position sensitive DSSSD (Doubled-Sided
Silicon-Strip Detector) for accurate particle tracking and charge
identification through energy loss; 5 mm behind each DSSSD
resides one or more CsI(Tl) scintillation detectors to record the
residual energy as the particles come to rest. Two types of CsI
detector will be used, 5:4� 5:4 cm2, 1 cm thick and 19� 19 mm2,
11 mm thick. The 19� 19 mm2 square detectors will be arranged
in a 3� 3 array to obtain a similar active area as one of the 5:4�
5:4 cm2 detectors. For the TOF measurement the start timing
detector will be a 3� 3 array of 19� 19 mm2, 200mm thick CVD
(Chemical Vapour Deposition) polycrystalline Diamond detectors
positioned 1 cm behind the secondary reaction target. Three
different detector options are being considered for the stop timing
measurement at the position of the LYCCA modules; a large area
fast plastic scintillator, Diamond detectors or the DSSSD them-
selves.

8.2. Reaction: two-step fragmentation

One of the methods of radioactive ion beam production at
HISPEC will be projectile fragmentation. Intermediate fragments
will be separated using the FAIR/NuStAR fragment separator
Super-FRS (Superconducting FRagment Separator) [16]. Although
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Fig. 3. (a) CATE DE versus Et spectrum produced from data collected during a RISING fast beam campaign experiment to study 53Ni. (b) Projection of (a) onto the total

energy (x axis) for Z ¼ 26 (Fe) fragments only. This spectrum clearly shows the limitation of the CATE detector system as the two isotopes of Fe with the largest production

cross-sections (namely 52Fe (s ¼ 31:1 mb) and 53Fe (s ¼ 52:8 mb)) are not resolved.

Fig. 4. (a) LYCCA-0 detector positions including the three stop timing options, fast

plastic, Diamond and Si. (b) LYCCA-0 module geometries as viewed from the beam

direction.
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the primary reaction before the Super-FRS may be of fragmenta-
tion type the second reaction to populate excited states in the
nuclei of interest can take many forms including a second
fragmentation reaction. The use of fragmentation reactions with
RIBs poses many challenges, in particular the identification of the
reaction products with broad energy and momentum distribu-
tions. The simulation is an ideal tool to investigate ion identifica-
tion techniques with LYCCA-0 following two-step fragmentation
reactions.

The sequence of reactions 58Ni þ 9Be ! 55Ni, 55Ni þ 9Be !
53Ni was chosen for the test case as real experimental data exist
against which the simulation results can be compared. The data
are from an experiment that was performed during the first
RISING (Rare Isotope Spectroscopic INvestigation at GSI) [17] fast
beam campaign to study the Tz ¼ �

3
2 nucleus 53Ni [18–20].

A 600 MeV/u 58Ni beam was incident on a 4 g=cm2 9Be target
and 55Ni reaction products were tracked and separated by the
existing GSI fragment separator FRS [21]. A range of intermediate
fragments resulted from the primary reaction; however, for the
simulated reaction an assumption has been made that in the
analysis of real experimental data from fragment separator
devices there would be unique identification of the intermediate
fragments on an event-by-event basis. This was indeed achieved
for the RISING experiment and thus the need to simulate reaction
products other than 55Ni was deemed unnecessary. The selected
55Ni ions were then incident on another 9Be target of thickness
700 mg=cm2 where a second fragmentation reaction occurred.
Again a large range of nuclei were produced following the
secondary reaction along with the 53Ni nuclei of interest. These
secondary reaction products were identified using a combination
of energy loss (Z) and total implantation energy (A) by the CATE
(CAlorimeter TElescope) detector [22]. CATE measured fragment
energy loss using an array of Si (DE) detectors and residual energy
using an array of CsI (Er) detectors located directly behind the
Si. The intermediate fragment energy range for which the
simulation package is applicable is dictated by the separating
device being simulated. The FRS can analyse all ion beams of
hydrogen through to uranium spanning energy ranges of 0.8–4.5
and 0.2–1.3 GeV=u, respectively [21].

Fig. 3a shows the DE versus Et spectrum created from the CATE
detector signals where Et ¼ DEþ Er . Fig. 3a highlights the large
range of secondary fragments produced and thus the need for
good ion identification. Fig. 3a also shows that fragments with
differing charge are fairly distinguishable. Fig. 3b shows the Fe
gated projection of Fig. 3a onto the total energy ðxÞ axis. As the
total fragment energy is mass dependent, it was originally
envisaged that the selection of a particular isotope, for prompt
g-ray correlations, would be possible from the measured total
energy. However, Fig. 3b clearly shows that for this type of
reaction and mass region, this was not possible with the CATE
detector system. From this reaction the isotopes of Fe with the
largest production cross-sections (calculated with EPAX2) are 52Fe
(s ¼ 31:1 mb) and 53Fe (s ¼ 52:8 mb) which cannot be resolved in
Fig. 3b. This is just one of the reasons behind the development of
LYCCA: to achieve complete fragment identification in Z and A in
order to produce clean g-ray spectra for specific nuclei.
8.3. LYCCA-0 simulation

Fig. 4 shows the positions and geometries of the LYCCA-0
detector elements as defined in GEANT4. This version of the
simulation incorporates the three different stop timing detector
options, fast plastic, Diamond and Si and the LYCCA-0 modules are
located such that the nominal secondary target-Si detector
distance is 3.4 m.

The CsI detectors located behind the Si detectors are also
shown. Only the active areas of the detectors are defined in the
simulation, surrounding dead material such as PCB, wire bonds
and holding frames are omitted. Also, ion channelling and
incomplete charge collection are not simulated for the Si strip
detectors. The detector materials are all defined as standard
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nuclear physics solid state detector materials except for the
Diamond detectors which have an increased carbon density of
3:5 g=cm3, as per real CVD Diamond. The default resolutions
imposed on the simulation detectors are summarised in Table 1
although these values can be modified interactively between each
simulation run along with the target-detector module distance.

The definition of a ‘good’ event, within the simulation, is one
that produces a start timing signal in the target position Diamond
detectors, a stop timing signal in any one of the three stop timing
detectors and DE, Er signals in the Si and CsI detectors,
respectively. This imposes a range of secondary fragment energies
for which the simulation is applicable as the physics to be
addressed requires the ions being studied to not only reach and
deposit energy in the CsI detectors but also stop and not punch
through. For the LYCCA-0 setup this energy range was determined
for 12C and 208Pb fragments to be 20–105 and 55–445 MeV=u,
respectively. If an event fulfils the ‘good’ event criteria the
application reads in the corresponding intermediate fragment
Table 1
Default full-width half-maximum (FWHM) values and units for the LYCCA-0

detector resolutions along with the acceptable ranges for the interactively

changeable values.

Detector Signal Units Range Default value

Diamond Energy % �
a 1.0

Time ns 0–1000 0.05

Plastic Energy % 0–100 2.0

Time ns 0–1000 0.1

Si Energy % 0–100 1.0

Time ns 0–1000 0.2

CsI Energy % 0–100 0.5

a Not changed interactively.
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parameters and digitised FRS tracking detector signals are
produced. All of the detector signals for ‘good’ events are passed
to the Analysis module for storage and histogramming.
9. Simulation results

This section will present some of the results from various
investigations utilising the new simulation package for the
reactions defined in Section 8.2 and the detector system defined
in Section 8.1. For brevity the results shown use only the Diamond
detectors for timing information and therefore the fast plastic
detector was removed from the setup and the number of LYCCA-0
module Diamond detectors was increased to cover the same
active area as the Si. Also, the final incarnation of the LYCCA
detector system will incorporate only one type of timing detector
and therefore the results presented here would have extra
significance if Diamond was chosen.

9.1. A � 50

To truly validate simulation results, a comparison must be
made with real experimental data. Fig. 5a shows, for comparison,
the same CATE DE (Si) versus Et ðSiþ CsIÞ plot as shown in Fig. 3a,
along side Fig. 5b which is a similar plot created using the
simulated LYCCA-0 Si and CsI detector signals. Unlike the
simulated data the experimental data required a particle-g
coincidence condition which accounts for the difference in the
relative fragment yields between the two plots. Also the
Rutherford scattered 55Ni intermediate fragments are not
simulated but could be if required. The A � 50 event files were
created using � 1:1� 106 primary beam particles which was the
maximum number allowed for this reaction without exceeding
the 2 GB file size limit. This resulted in � 9:7� 105 secondary
events for a total of 91 fragment species with production
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cross-sections 41mb. This yielded isotopes of 53;54Ni, 49253Fe and
30238S for the fragment species labelled in Fig. 5. The simulation
system runtime for these events was 45 s using a laptop PC with an
Intel Pentium Centrino 2 GHz processor.

The primary purpose of the simulation of LYCCA-0 is to
investigate fragment identification from energy and TOF measure-
ments. Selecting Z ¼ 26 (Fe) fragments a TOF versus energy (Et)
spectrum was produced using the start and stop timing signals
from the CVD Diamond detectors. Fig. 6a shows the result of this
analysis for a target-Si detector distance of 2 m (actual TOF path
1.98 m) and Fig. 6b for a distance of 3.4 m, the distance planned for
LYCCA-0. Isotopic separation is clearly improved for the longer
TOF path due to the fixed timing resolution (50 ps FWHM) of the
Diamond detectors and four distinct regions can clearly be seen
corresponding to the isotopes 50253Fe. Figs. 6c and d show the
same analysis but for sulphur isotopes. The isotopic separation is
already very good at 2 m for the sulphur isotopes and becomes
excellent when the distance is increased to 3.4 m. The separation
improvement for low mass fragments over higher masses is
predominantly due to the Si and CsI detector energy resolutions
(1.0% and 0:5% FWHM, respectively) being a percentage of the
measured energy. Hence the resolution decreases as the fragment
mass increases.

An advantage of simulating detector systems is that acceptable
detector properties, such as time resolution, can be investigated
before any physical detectors are purchased. The simulation was
used to determine the minimum acceptable resolution of the
Fig. 6. Simulation results: TOF versus energy (Et) spectra for two fragment types and t

(d) S and 3.4 m.
timing detectors for which clean fragment identification was
possible using the proposed technique. Fig. 7a shows an Fe
(Z ¼ 26) gated, TOF versus Et plot for a target-Si distance of 3.4 m
but with a Diamond detector time resolution of 100 ps FWHM and
Fig. 7b for 150 ps FWHM. Fe isotopic separation is just visible for
the 100 ps case and disappears completely for 150 ps resolution.
This analysis shows that a timing detector resolution of much less
than 100 ps is required for A � 50 fragment identification using
the TOF-DE2Et technique with the Si, CsI energy resolutions
unchanged.
9.2. Intermediate-secondary fragment correlations

The secondary fragment identification technique, as outlined
in Section 8.1, requires the measurement of the fragment energy
and TOF. Fig. 6 showed that isotopic separation (i.e. mass
‘resolution’) became less pronounced as the fragment mass
increased and the TOF path decreased, also Fig. 7 showed a
deterioration as the timing detector resolution decreased. To
address these technique limitations, an investigation into the
possibility of mass resolution improvement through correlations
with the intermediate fragments was performed. The simulation
allows the user to investigate correlations between the LYCCA-0
and the FRS tracking detector signals. As the intermediate
fragments pass through the FRS, ðx; yÞ position information from
multiwire proportional counters, timing from scintillation detec-
wo target-Si detector distances. (a) Fe and 2 m, (b) Fe and 3.4 m, (c) S and 2 m and
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Fig. 7. TOF versus Et spectra for 49253Fe fragments with Diamond timing detector resolutions of (a) 100 ps and (b) 150 ps.
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tors and energy loss from an ionisation chamber are all recorded.
Within the simulation, the user can also access particle char-
acteristics at any position in the experimental setup without the
need for a virtual detector at that position. For example, the
energy of a 55Ni intermediate fragment can be accessed
immediately before the second reaction target.

Firstly, the intermediate fragment energies were plotted
against Et for Fe secondary fragments to ascertain whether a
correlation exists. The result of this analysis is shown in Fig. 8
where a definite correlation between the two quantities can be
seen.

Fig. 9a shows the intermediate fragment energy, taken directly
before the second reaction target, plotted against the Fe secondary
fragments mass which is calculated from energy and TOF as
measured by the LYCCA-0 CsI and Diamond detectors,
respectively. Fig. 9b shows a projection of 9a onto the mass (x)
axis. Although distinct peaks relating to the different Fe fragment
masses can be seen in Fig. 9b, Fig. 9a shows that this spectrum
could clearly be improved if the semi-major axes of the
distributions were all vertical. It is also important to note that
the calculated fragment mass numbers (A) are incorrect as the
largest distribution should result from 53Fe fragments. The
observed correlation and incorrect mass numbers in Fig. 9 are
due to the exclusion of the energy lost in the timing and Si
detectors situated in the fragments flight path. For the best
possible fragment mass identification, using only information
gained from the LYCCA-0 detectors, an accurate measurement of
the fragments total energy is required. In reality the energy
resolution of the Diamond and Si detectors may be significantly
different from that estimated for such high energy fragments. If
this is the case, the measured energy loss in these detectors, when
included in the mass calculation for Fig. 9, may not result in any
significant improvement in mass separation. Also, the final LYCCA-
0 detectors will be chosen and tailored for specific measurements.
For example, the TOF detectors will be chosen purely on the basis
of timing characteristics, not energy resolution, and therefore only
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timing signals may be collected from these detectors. In fact, it
may be that calculating the energy loss in the timing and Si
detectors yields far less uncertainty than actual measurement.
It may be possible to improve Fig. 9b with the incorporation of the
calculated energy loss in each detector determined by the
fragments flight path. The fragment trajectory would be
deduced from the segmentation and position sensitivity of the
detectors. These calculations and analysis are beyond the scope of
this article, but they demonstrate effectively how the simulation
may be used to determine the optimum experimental
configuration and analysis methodology. Fig. 9 ultimately shows
that fragment mass resolution could be improved with the
accurate knowledge of either the intermediate or the secondary
fragment energy along with the measured TOF across the LYCCA-0
detectors.
9.3. A � 100

Experiments performed at HISPEC would not be limited to
nuclei with A � 50 or less and therefore determining the validity
of the identification technique for higher mass fragments is
crucial. The simulation is ideally suited for this and can help to
establish any limitations by simulating a variety of experiments
with the nuclei of interest covering a large mass and energy range.
A two-step fragmentation reaction was simulated to produce
nuclei in the A � 100 region. A primary beam of 112Sn at 635 MeV
was used to produce 110Sn intermediate fragments which were
then used to produce 1042107Cd secondary fragments. The reaction
targets, FRS tracking detectors and LYCCA-0 detector system
remained unchanged from the Ni reaction.
Fig. 10 shows the result of plotting the TOF versus Et for the Cd
reaction, for a target-Si detector distance of 3.4 m. The detector
resolutions imposed for this analysis are as per Table 1 and the
plot does not show clear isotopic separation for the Cd isotopes.

Fig. 11 shows the calculated mass distributions for the Cd
isotopes from TOF (Diamond) and energy (CsI only) measurements.
Although the centroids of the individual mass distributions are
separated the resolution is of the order of three mass units and
therefore the clean selection of a particular isotope would be
extremely difficult without contamination from neighbouring
isotopes. This analysis starts to highlight the limitations of the
fragment identification technique with the described setup for
experiments involving A � 100 fragments and indicates that for this
mass region, additional selection devices are likely to be required.
10. Summary

A new simulation package has been developed which utilises the
ion transport code MOCADI to generate parameters describing
realistic ions following a fragmentation reaction which are tracked
through a separator device. The output from MOCADI is modified
into a format which can then be read by the next stage of the
simulation which is an application written using the GEANT4
framework. The secondary fragments are tracked through the virtual
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detector system and parameters such as energy loss, interaction
position and time are digitised and passed to an analysis module.
The simulation uses the data analysis software ROOT to histogram
and store the digitised detector signals. This allows the user to
perform data analysis on the simulated data in much the same way
as one would with real experimental data. The simulation has been
used to successfully model a new detector system prototype, LYCCA-0,
which in the first instance will be used to identify reaction products
following two-step fragmentation reactions. The results from this
have been used to validate an ion identification technique which uses
fragment time-of-flight and energy as measured by LYCCA-0 modules.
The simulation package can presently be downloaded via the LYCCA
web page: http://www.nsg.nuclear.lu.se/lycca/.
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