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#### Abstract

The lineshapes and peak position of Doppler corrected $\gamma$-ray spectra from in-beam experiments at relativistic energies are investigated with respect to the intrinsic energy resolution of the employed detectors, the particles' velocities, and the photons' emission angle uncertainties at the moment of $\gamma$-ray emission. The uncertainties in velocity and photon emission angle are dependent on the lifetime of the excited state. The impact of these two observables on the lineshape and energy resolution are studied for the RISING $\gamma$-spectrometer by means of simulations and experimental results from a twostep fragmentation experiment at $\approx 200 \mathrm{MeV} / u$. Potential use of the distinct lineshape for lifetime determination is demonstrated for measured $\gamma$-ray transitions.
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## 1. Introduction

In recent years, the development of in-beam $\gamma$-ray spectroscopy of radioactive ion beams from in-flight facilities at relativistic energies has enabled nuclear structure investigations that were previously beyond reach. In these experiments, rare isotope facilities provide in-flight separated beams with relativistic velocities in the range of $0.3 \leq \beta \leq 0.8$ after primary fragmentation reactions, which are incident on a secondary target to induce reactions such as Coulomb excitation or knockout

[^0]reactions [1,2]. A decisive advantage of this method is given by the beam's high energy. Thick secondary reaction targets can be employed due to the low energy loss at these beam energies, compensating very low secondary beam rates.

The emitted $\gamma$-rays from decaying excited states are substantially Doppler shifted in the laboratory frame, which requires a back transformation of the $\gamma$-ray energy into the nuclei's rest frame system. The achievable energy resolution after the Doppler correction depends mainly on the following factors: (i) the intrinsic detector energy resolution, (ii) the effective opening angle of the utilized $\gamma$-ray detectors, (iii) the accuracy of the position and velocity determination of the heavy ion at the moment when the $\gamma$-ray decay occurs. Position measurements of the individual beam particles are mandatory to track the heavy ions' paths in front of and behind the reaction target. Due to forward peaked small scattering angles at relativistic energies an accurate transversal position determination of the $\gamma$-ray decay
point in the plane perpendicular to the beam axis is obtained. However, the longitudinal position determination along the beam axis depends on the reaction target's thickness and the lifetime of the excited state. Moreover, the velocity of the heavy ions at the $\gamma$-ray emission time is needed. Velocity measurements are also necessary before and after passing the secondary target as the secondary beam has generally a considerable momentum spread. The accuracy of the velocity determination is heavily affected by the lifetime of the excited state and the thickness of the reaction target. A considerable fraction of $\gamma$-ray decays can occur during the slowing down process within the target. As a consequence, the exact velocity at the moment of $\gamma$-ray emission stays uncertain, causing an imperfect Doppler correction, i.e., a broadening and a specific lineshape of the Doppler corrected $\gamma$-ray peaks.

To which extent the lineshape of a $\gamma$-ray peak is affected depends not only on the excited state's lifetime but is closely related to the geometry of the specific $\gamma$-ray detection array and experimental setup. In this paper, we will focus on lifetime effects for in-beam $\gamma$-ray spectroscopy with the RISING array [3], operated at the S4 focal plane of the fragment separator FRS [4] at GSI, Darmstadt. This experimental setup employs high resolution in-beam spectroscopy at the highest velocities to date. We commence with general remarks on the Doppler shift correction for in-beam $\gamma$-ray spectroscopy. Monte-Carlo simulations are performed to study and disentangle the different contributions to the line shape of the $\gamma$-ray peaks. Finally, experimental lineshapes from in-flight decay at $\approx 200 \mathrm{MeV} / u$ kinetic energy after secondary fragmentation reactions are compared to simulations.

## 2. General remarks on the Doppler correction

Gamma-rays emitted from excited nuclei moving at relativistic energies are strongly Doppler shifted. The detected $\gamma$-ray energy $E_{\gamma}$ in the laboratory frame is related to the transition energy $E_{\gamma 0}$ in the rest frame by the Doppler formula through:
$\frac{E_{\gamma}}{E_{\gamma 0}}=\frac{\sqrt{1-\beta^{2}}}{1-\beta \cos \vartheta_{\gamma}}$.
Here, $\vartheta_{\gamma}$ is the angle between the emitting particle and the emitted $\gamma$-ray in the laboratory frame, respectively. The resulting energy resolution after performing the Doppler correction of measured $\gamma$-ray energies $E_{\gamma}$ is given by

$$
\begin{align*}
\left(\frac{\Delta E_{\gamma 0}}{E_{\gamma 0}}\right)^{2}= & \left(\frac{\beta \sin \vartheta_{\gamma}}{1-\beta \cos \vartheta_{\gamma}}\right)^{2}\left(\Delta \vartheta_{\gamma}\right)^{2} \\
& +\left(\frac{\beta-\cos \vartheta_{\gamma}}{\left(1-\beta^{2}\right)\left(1-\beta \cos \vartheta_{\gamma}\right)}\right)^{2}(\Delta \beta)^{2}+\left(\frac{\Delta E_{\text {intr }}}{E_{\gamma}}\right)^{2} \tag{2}
\end{align*}
$$

Three factors determine the energy resolution after applying the Doppler shift correction: (i) angular uncertainty between particle and photon $\Delta \vartheta_{\gamma}$, (ii) beam velocity uncertainty $\Delta \beta$, and (iii) intrinsic energy resolution of the $\gamma$-ray detector $\Delta E_{\text {intr }}$. The first two uncertainties in the $\gamma$-ray emission angle $\vartheta_{\gamma}$ and the beam velocity are affected by the lifetime of the decaying states.

### 2.1. Angular uncertainty between particle and photon $\Delta \vartheta_{\gamma}$

Data on three points is required to reconstruct the angle $\vartheta_{\gamma}$. These are (i) the position of the particle at the moment of $\gamma$-ray emission, (ii) the position of the emitting particle downstream of the target, and (iii) the position of the detected $\gamma$-ray.

With this information two vectors are created spanning the angle $\vartheta_{\gamma}$.

For thin targets and short lifetimes, the finite size of the $\gamma$ - ray detectors yields the major contribution to the uncertainty $\Delta \vartheta_{\gamma}$. To obtain the point of $\gamma$-ray decay, a suited method is to utilize a position sensitive target. Elsewise position sensitive detectors are used for tracking the individual beam particles upstream or downstream the target to reconstruct the reaction position. As the scattering angles of the particles are typically small ( $\leq 4^{\circ}$ ) at relativistic energies, the position information perpendicular to the beam axis can be obtained with good accuracy. For the $z$ coordinate along the beam axis only the target position itself can be used as an assumption for the $z$-coordinate of the $\gamma$-ray decay and the reaction points. Typical target thicknesses are in range of a few hundred $\mathrm{mg} / \mathrm{cm}^{2}$ up to several $\mathrm{g} / \mathrm{cm}^{2}$. If low density targets such as liquid hydrogen ( $\rho=70 \mathrm{mg} / \mathrm{cm}^{3}$ ) are used in the experiment, the target thickness along the beam axis may even reach several cm .

As the $z$-coordinate of the reaction point inside the target cannot be determined, thick targets contribute to a considerable amount to the uncertainty $\Delta \vartheta_{\gamma}$, in particular for detectors placed at $90^{\circ}$. Moreover, the uncertainty in $\Delta \vartheta_{\gamma}$ for the Doppler shift correction is increased by the lifetime of the excited state. The particles move along the beam axis away from the target position before emitting $\gamma$-rays, thereby changing $\vartheta_{\gamma}$. Taking into account the time $t$ in the moving system between excitation and decay of a nuclear state and neglecting the velocity change due to energy loss inside the target, the position of the $\gamma$-ray decay along the beam axis in the laboratory system shifts by $z_{\gamma}=t \beta \gamma c$, which will consequently alter the angle $\vartheta_{\gamma}$. This change in angle cannot be corrected on an event-by-event basis. For a known lifetime the mean $z$-coordinate of the decay position $\left\langle z_{\gamma}\right\rangle=T_{1 / 2} \beta \gamma c / \ln 2$ has to be taken into account for the Doppler correction (the target center is $z=0$ ). The mean decay position for three different beam velocities are shown as a function of the halflife in Fig. 1. For long halflives of more than 50 ps , which are common for $E\left(2_{1}^{+}\right)$levels in regions of deformations in the nuclear chart, $\left\langle z_{\gamma}\right\rangle$ shifts by several cm . Typically, $\gamma$-ray spectrometers have distances of several tens of cm to the target. Therefore, such a shift in decay position is considerable and illustrated in Fig. 2 for three halflives of 100, 200 , and 300 ps at a beam velocity of $100 \mathrm{MeV} / u$. The decay position distribution along the $z$-axis cannot be accounted for in the Doppler correction and affects the obtainable energy resolution of the experiment.


Fig. 1. Mean $z$-coordinate of the decay position $\left\langle z_{\gamma}\right\rangle$ as a function the excited state's halflife for three different secondary beam velocities. See text for details.


Fig. 2. $z$-coordinate distribution of the heavy ions' position with an energy of $100 \mathrm{MeV} / u$ at the moment of $\gamma$-ray emission and halflives of an excited state of 100 (solid line), 200 (dotted line), and 300 ps (dashed line), respectively.


Fig. 3. Mean velocity at the moment of $\gamma$-ray emission $\left\langle\beta_{\gamma}\right\rangle$ as a function of the halflife of an excited state for a ${ }^{112} \mathrm{Sn}$ beam impinging on a $500 \mathrm{mg} / \mathrm{cm}^{2}{ }^{197} \mathrm{Au}$ target at energies of 142 (dotted line), 150 (solid line), and $158 \mathrm{MeV} / u$ (dashed line), respectively. See text for details.

### 2.2. Beam velocity uncertainty $\Delta \beta$

While penetrating the target, the beam and its fragmentation products undergo an energy loss, which is well described by theoretical work [5]. Depending on the ratio between the lifetime of an excited state and the transmission time necessary to penetrate the target, i.e., its thickness, the $\gamma$-ray decay will occur either predominantly inside or behind the target. In the latter case, the velocity at the moment of $\gamma$-ray decay can be deduced from a velocity (time-of-flight) measurement after the target. In many cases, however, a considerable amount of decays will occur inside the target. Consequently, the exact velocity at the moment of $\gamma$-ray emission cannot be determined. In these cases, the Doppler correction must be done with an average velocity $\left\langle\beta_{\gamma}\right\rangle$ of the particle at the moment of $\gamma$-ray emission assuming a certain lifetime of the excited state (unless it is known). However, for a given halflife, $\left\langle\beta_{\gamma}\right\rangle$ depends on the incoming beam velocity. To perform an event-by-event based Doppler correction, every measured velocity before reaching (bt) or after leaving (at) the target, $\beta_{\mathrm{bt} / \mathrm{at}}$, must be correlated with its according $\left\langle\beta_{\gamma}\right\rangle$ from simulation.

Because the stopping power $d E / d X$ depends on several parameters, the impact of the velocity uncertainty for the event-by-event Doppler correction is illustrated by a typical example. For a beam of ${ }^{112} \mathrm{Sn}$ impinging on a $500 \mathrm{mg} / \mathrm{cm}^{2}{ }^{197} \mathrm{Au}$ target at
energies of 142,150 , and $158 \mathrm{MeV} / u$ Fig. 3 displays $\left\langle\beta_{\gamma}\right\rangle$ as a function of the halflife of an excited state. A constant excitation cross-section along the nuclei's path through the target and no momentum spread of the beam for the different energies is assumed in the simulations. The $\left\langle\beta_{\gamma}\right\rangle$ separation for the different lines becomes slightly larger with increasing halflife. For short halflives the change in $\left\langle\beta_{\gamma}\right\rangle$ is most pronounced. Excited states with halflives of $\geq 1000 \mathrm{fs}$ decay predominantly after the target. For these cases, $\left\langle\beta_{\gamma}\right\rangle$ almost matches the velocity after the target. A different pattern is observed for low atomic number $Z$, low density targets, as ${ }^{9} \mathrm{Be}$. Due to the higher stopping power of Be in units of $\mathrm{MeV} / \mathrm{mg} / \mathrm{cm}^{2}$, the energy loss in a $500 \mathrm{mg} / \mathrm{cm}^{2}{ }^{197} \mathrm{Au}$ target for a ${ }^{112} \mathrm{Sn}$ beam at $150 \mathrm{MeV} / u$ is equal to the energy loss in a $315 \mathrm{mg} / \mathrm{cm}^{2}{ }^{9} \mathrm{Be}$ target. Be has a much lower density ( $\rho=1.85 \mathrm{~g} / \mathrm{cm}^{3}$ compared to $\rho=19.3 \mathrm{~g} / \mathrm{cm}^{3}$ for Au ) and $\left\langle\beta_{\gamma}\right\rangle$ changes considerably up to longer halflives of several ps, as shown in Fig. 4.

For secondary beams with momentum distribution the mean velocity at the moment of $\gamma$-ray emission $\left\langle\left\langle\beta_{\gamma}\right\rangle\right\rangle$ corresponds to the mean velocity before or after the target, $\left\langle\beta_{\mathrm{bt} / \mathrm{at}}\right\rangle$. The difference between $\beta_{\mathrm{bt} / \alpha \mathrm{at}}$ to the respective mean value of the distribution, $\left\langle\beta_{\mathrm{bt} / \mathrm{at}}\right\rangle$, can be correlated with the difference of the corresponding $\left\langle\beta_{\gamma}\right\rangle$ and the mean velocity at the moment of $\gamma$-ray emission, i.e., $\left\langle\left\langle\beta_{\gamma}\right\rangle\right\rangle$, of the distribution. In Fig. 5 this is shown for halflives of 0,500 , and 1000 fs and the ${ }^{112} \mathrm{Sn}$ beam


Fig. 4. Mean velocity at the moment of $\gamma$-ray emission $\left\langle\beta_{\gamma}\right\rangle$ as a function of the halflife of an excited state for a ${ }^{112} \mathrm{Sn}$ beam impinging on a $315 \mathrm{mg} / \mathrm{cm}^{2}{ }^{9}$ Be target at energies of 142,150 , and $158 \mathrm{MeV} / u$, respectively. See text for details.


Fig. 5. Relation between the difference of the velocity before/after the secondary target $\beta_{\mathrm{bt}} /$ at and its mean value $\left\langle\beta_{\mathrm{bt}} /\right.$ at $\rangle$ and the respective mean velocities at the moment of $\gamma$-ray decay, $\left\langle\beta_{\gamma}\right\rangle$ and $\left\langle\left\langle\beta_{\gamma}\right\rangle\right\rangle$. The calculations were performed for a ${ }^{112} \mathrm{Sn}$ beam with an average velocity of $150 \mathrm{MeV} / u$ impinging on a $500 \mathrm{mg} /$ $\mathrm{cm}^{2}{ }^{9} \mathrm{Be}$ target and halflives of 0,500 , and 1000 fs , respectively.
hitting the ${ }^{197} \mathrm{Au}$ target. The result are straight lines, their slope $\alpha$ increasing slightly with increasing halflife. For thin targets, i.e., only very little energy change, $\alpha$ is close to unity. If the velocity is measured before the target, $\alpha$ must be greater than one, for measurements after the target, it must be smaller than one. The slope $\alpha$ can be used for an event-by-event Doppler correction using the equation:
$\beta_{\text {Doppler }}=\left\langle\left\langle\beta_{\gamma}\right\rangle\right\rangle+\alpha \times\left(\beta_{\mathrm{bt} / \mathrm{at}}-\left\langle\beta_{\mathrm{bt} / \mathrm{at}}\right\rangle\right)$.
The combined consequences of the $z$-coordinate and velocity uncertainty on the $\gamma$-ray energy resolution and efficiency in a real experiment will be demonstrated and discussed in the following sections. The obtained results are based on MonteCarlo simulations and on experimental investigations performed with the RISING setup [3] at GSI, Darmstadt.

## 3. The RISING setup

RISING combines the fragment separator FRS [4] at GSI with a $\gamma$-ray spectrometer to observe decays from excited states of exotic nuclei. The Fast Beam setup of RISING consists of three subarrays: 15 Cluster High Purity Ge detectors [7], eight MINIBALL High Purity Ge detectors [8], and eight Hector $\mathrm{BaF}_{2}$ detectors [ 9,10 ]. Details of the experimental setup and particle identification before and after passing the secondary target can be found for example in Refs. [3,4,6]. Here, it is sufficient to know that the energy spread of the heavy ions in front of the secondary target is measured by the time-of-flight between two scintillation detectors. The outgoing particle direction and the reaction point are determined via position sensitive Si detectors mounted directly after the secondary target and 1400 mm downstream.

The $\gamma$-ray detectors are mounted at different angles and distances, as shown schematically in Fig. 6. The Cluster detectors, each containing seven individually encapsulated crystals, are positioned at the most forward angles in three rings of $16^{\circ}, 33^{\circ}$, and $36^{\circ}$. They can be placed at distances between 700 and 1400 mm to the secondary target. The six-fold segmented MINIBALL triple detectors are arranged in two rings of $51^{\circ}$ and $85^{\circ}$ and can be positioned at distances varying between 200 and 400 mm . The $\mathrm{BaF}_{2}$ detectors are situated at angles of $85^{\circ}$ and $142^{\circ}$ and distances of 350 mm .


Fig. 6. (Color online) Schematic drawing of the RISING Fast Beam array. For references and details see text.

## 4. Lineshape simulations of the RISING setup

The lineshape and energy resolution after applying the Doppler correction are investigated via Monte-Carlo simulations for the two types of high-resolution RISING detectors, the MINIBALL and the Cluster detectors. The GEANT4 simulation package [11] is employed. As before, the lineshape caused by $\Delta \vartheta_{\gamma}$ and $\Delta \beta$ are discussed separately. The detectors are placed in close geometry, i.e., the distance of the Cluster detector front side to the target is 700 mm and the distance of the MINIBALL detector front side is 200 mm . The MINIBALL detectors are six fold segmented allowing a better localization and position determination for the incoming $\gamma$-ray. Only events with an interaction in solely one crystal for the Cluster detectors or solely one segment for the MINIBALL detectors are accounted for.

### 4.1. Lineshape due to de-excitation along the beam axis

Neglecting the energy loss in the target, the distance traveled by the particles between excitation and de-excitation depends on the velocity and on the lifetime of the excited state. In the simulations, a $\gamma$-ray of 500 keV is emitted at a beam energy of $100 \mathrm{MeV} / u$ and halflives from 0 to 100 ps are assumed. Fig. 7 shows the resulting lineshapes, which are caused by the


Fig. 7. Simulated Doppler corrected detector response for the Cluster (upper panel) and MINIBALL detectors (lower panel) for a $\gamma$-ray of 500 keV emitted at $100 \mathrm{MeV} / u$ for three different halflife values of 0 (black solid), 50 (red dotted), and 100 ps (blue dashed). The insets show the detector response when the uncertainty of the detector's opening angles and the intrinsic resolution are disregarded in the simulation. (For interpretation of the references to the color in this figure legend, the reader is referred to the web version of this article.)
broadening due to the opening angle of the detector and the lifetime of the decaying state. For the Doppler correction, $\gamma$-ray emission at the middle of the target $\left(\left\langle z_{\gamma}\right\rangle=0\right)$ is assumed. For $T_{1 / 2}=0 \mathrm{ps}$ the centroid of the peak distribution lies at 500 keV . As $T_{1 / 2}$ increases, the centroid of the distribution shifts to lower energies. This is caused by the increase in angle between the $\gamma$-ray detectors and the beam particle trajectory, leading to an exponential tail towards lower energies. The reason of this behavior can be demonstrated by neglecting the Doppler broadening due to the detectors' opening angles in the simulation, as depicted in the insets of Fig. 7. To achieve this, the simulated first interaction point of the $\gamma$-ray in the detectors' crystals is used for the Doppler correction

The peak position shift depends on the position and distance of the $\gamma$-ray detectors. For a fixed distance to the target, the shift shows a maximum where the derivative of the square root of the first term in Eq. (2), given by
$\frac{d}{d \vartheta_{\gamma}} \frac{\beta \sin \vartheta_{\gamma}}{1-\beta \cos \vartheta_{\gamma}}=\frac{\beta\left(\cos \vartheta_{\gamma}-\beta\right)}{\left(1-\beta \cos \vartheta_{\gamma}\right)^{2}}$
is zero. This is the case for $\cos \vartheta_{\gamma}=\beta$, yielding values of $65^{\circ}, 55^{\circ}$, and $49^{\circ}$, for energies of 100,200 , and $300 \mathrm{MeV} / u$. As the MINIBALL detectors are located in close distance to the target and all the individual segments cover $\vartheta$-angles in the range from $41^{\circ}$ to $101^{\circ}$, they are very sensitive to decays along the beam axis. On the other hand, the Cluster detectors are less affected due to the small $\vartheta$-angles and large distances of the crystals to the target. This explains the considerable difference between the two detector groups in Fig. 7.

A linear dependence between the shift of the centroid of the peak position and the halflife of the excited state is obtained as a result. The relative energy shift, given in \%, is shown in Fig. 8 as a function of the excited state's halflife for a beam energy of $100 \mathrm{MeV} / u$.
4.2. Lineshape due to $\gamma$ - ray decay during the deceleration inside the target

The second major contribution to the lineshape of the $\gamma$-ray peaks is caused by the fact that $\gamma$-ray decay may occur during the emitting particles' deceleration in the target. Here the uncertainty


Fig. 8. Position shift of the peak centroid after applying the Doppler correction as a function of the halflife of the excited state at $100 \mathrm{MeV} / u$ for the Cluster (thin black) and MINIBALL detectors (thick red). The shown Doppler corrections are applied with and without taking the centroid decay position into account. In the latter case (solid lines) $\left\langle z_{\gamma}\right\rangle=0$ is assumed, while in the former the $\left\langle z_{\gamma}\right\rangle$ value as depicted in Fig. 1 is used. (For interpretation of the references to the color in this figure legend, the reader is referred to the web version of this article.)
$\Delta \beta$ depends on the specific combination of target, beam nuclei, beam energy, and halflife of the excited state. Lineshape effects are demonstrated quantitatively by the specific example of a ${ }^{112} \mathrm{Sn}$ beam impinging at $150 \mathrm{MeV} / u$ on a $500 \mathrm{mg} / \mathrm{cm}^{2}{ }^{197} \mathrm{Au}$ target, like in Section 2.2. The simulated $2_{1}^{+} \rightarrow 0_{\text {g.s. }}^{+}$decay with an energy of 1256.85 keV [12] is reflecting the de-excitation process after a direct one step Coulomb excitation reaction. An accepted halflife of $T_{1 / 2}=0.37(2) \mathrm{ps}$ [12] can be used for the decay. To demonstrate lifetime effects, we vary the halflife and simulate the decay with halflives of $0.5 \cdot T_{1 / 2}, 1 \cdot T_{1 / 2}$, and $2 \cdot T_{1 / 2}$, i.e., 185,370 , and 740 fs , respectively.

The velocity or $\beta$ distributions at the moment of $\gamma$-ray emission are shown in Fig. 9. The number of $\gamma$-rays emitted after the target increases with increasing lifetime causing the unique value of $\beta_{\mathrm{at}}=0.46$ at low velocities for all three cases. In case Doppler correction is applied using the measurable $\beta_{\mathrm{at}}$-value, energies from $\gamma$-rays decaying after the target will be shifted to the proper energy. Decays within the target are shifted to wrong energies according to the spread in velocity reflected in the second term of Eq. (2).

Generally, if $\cos \vartheta_{\gamma}>\beta_{\gamma}$, the resulting energy shift will be towards too high energies, while for $\cos \vartheta_{\gamma}<\beta_{\gamma}$ the shift will be towards too low energies. The Doppler corrected spectra of the ${ }^{112} \mathrm{Sn}$ transition for the Cluster and MINIBALL detectors are shown in Fig. 10. As the Cluster detectors occupy low $\vartheta_{\gamma}$ angles, a tail towards high energies occurs. The MINIBALL detectors are positioned around $\cos \vartheta_{\gamma}=\beta$ and only a minor influence from $\Delta \beta_{\gamma}$ is visible. The insets of Fig. 10 illustrate again the lineshape for the case when the opening angle Doppler broadening and intrinsic energy resolution are disregarded in the simulation. As expected, the lineshape of the Cluster detectors resembles the $\beta_{\gamma}$ distribution and Doppler corrected $\gamma$-ray energies are shifted up to $10 \%$ above the transition energy. For the MINIBALL detectors the effect is much smaller and almost symmetric, as shifts towards lower and higher energies are involved. The ratio of observed correct peak to tail ratio corresponds exactly to the ratio of $\gamma$-ray decays occurring after or within the target. Therefore, a precise determination of the lineshape, especially the asymmetry of the peak, enables a measure of the lifetime of an excited state.

The peak centroid deviation from the correct transition energy after applying the Doppler correction using $\beta_{\text {at }}$ is shown in Fig. 11 as a function of the halflife of the excited state. For this particular projectile, beam energy, and target combination, only the Cluster detectors are affected. With measurable $\beta_{\mathrm{at}}$-values after the target the Doppler corrected transition energy deviates from the correct value up to more than $2 \%$. A Doppler correction using $\left\langle\beta_{\gamma}\right\rangle$ for $150 \mathrm{MeV} / u$ from Fig. 3 shifts the energy centroid towards the proper


Fig. 9. $\beta$ - distribution at the moment of $\gamma$-ray emission for a ${ }^{112} \mathrm{Sn}$ beam impinging at $150 \mathrm{MeV} / u$ on a $500 \mathrm{mg} / \mathrm{cm}^{2}{ }^{197} \mathrm{Au}$ target and halflives of 185 (black solid), 370 (red dotted), and 740 fs (blue dashed), respectively. (For interpretation of the references to the color in this figure legend, the reader is referred to the web version of this article.)


Fig. 10. Simulated Doppler corrected detector response for the Cluster (upper panel) and MINIBALL detectors (lower panel) for the $2_{1}^{+} \rightarrow 0_{\text {g. } . ~}^{+}$of ${ }^{112} \mathrm{Sn}$. The ${ }^{112} \mathrm{Sn}$ beam is impinging at $150 \mathrm{MeV} / u$ on a $500 \mathrm{mg} / \mathrm{cm}^{2}{ }^{197} \mathrm{Au}$ target and halflives of 185 (black solid), 370 (red dotted), and 740 fs (blue dashed), respectively, are assumed. The insets show the detector response when the uncertainty of the detector's opening angles and their intrinsic resolution are "turned off". The Doppler correction is performed using $\beta_{\mathrm{at}}$. (For interpretation of the references to the color in this figure legend, the reader is referred to the web version of this article.)


Fig. 11. Deviation of observed peak position after applying a Doppler correction using $\left\langle\beta_{\gamma}\right\rangle$ (dashed lines) and $\beta_{\text {at }}$ (solid lines) for the Cluster (black thin) and MINIBALL (red thick) detectors. The ${ }^{112}$ Sn projectile impinged at $150 \mathrm{MeV} / u$ on a $500 \mathrm{mg} / \mathrm{cm}^{2}{ }^{197} \mathrm{Au}$ target. (For interpretation of the references to the color in this figure legend, the reader is referred to the web version of this article.)
position. Therefore, without presumption of the lifetime of the deexcitation $\gamma$-ray, the transition energy assignment is limited to a precision of $\pm 1 \%$ from the Cluster detectors alone in this case.

## 5. Experimental results

Lineshapes of the $1_{1}^{+} \rightarrow 0_{\text {g.s. }}^{+}$decay in ${ }^{34} \mathrm{Cl}$ and the $3 / 2_{1}^{+} \rightarrow 1 / 2_{\text {g.s. }}^{+}$ decay in ${ }^{31} \mathrm{~S}$ were investigated experimentally, exploiting the two-step fragmentation technique. A primary beam of ${ }^{40} \mathrm{Ca}$ at an energy of $420 \mathrm{MeV} / u$ was provided by the heavy ion synchrotron SIS and impinged on a ${ }^{9} \mathrm{Be}$ target with $4 \mathrm{~g} / \mathrm{cm}^{2}$ thickness. From the primary reaction products ${ }^{37} \mathrm{Ca}$ was selected and incident on a $700 \mathrm{mg} / \mathrm{cm}^{2}$ secondary ${ }^{9}$ Be target at $195.7 \mathrm{MeV} / u$ to excite states in ${ }^{34} \mathrm{Cl}$ and ${ }^{31} \mathrm{~S}$ after a secondary three proton and a four proton two neutron removal reaction, respectively. Details on the separation and identification of the secondary beam in this experiment can be found in Refs. $[6,13]$. The time-of-flight through the secondary target was $\approx 23 \mathrm{ps}$.

### 5.1. Lineshape of the $1_{1}^{+} \rightarrow 0_{\text {g.s. }}^{+}$decay in ${ }^{34} \mathrm{Cl}$

The $1_{1}^{+} \rightarrow 0_{\text {g.s. }}^{+}$in ${ }^{34} \mathrm{Cl}$ has a known de-excitation energy and halflife of 461 keV and 5.2(3) ps, respectively [12]. However, in the experiment a weak $2_{1}^{+} \rightarrow 1_{1}^{+}$transition was observed with a strength of $12(6) \%$ relative to the $1_{1}^{+} \rightarrow 0_{\text {g.s. }}^{+}$. As the $2_{1}^{+}$state has an adopted much longer halflife of 13.7(9) ps [12], the feeding has to be accounted for, resulting in an effective halflife of 6.8(9) ps. The Doppler corrected $\gamma$-ray spectra for the Cluster and MINIBALL detectors are shown in Fig. 12. The measured spectrum is compared to simulated spectra assuming halflives of 0,5 , and 20 ps for the excited state. In both cases, experiment and simulation, the same $\left\langle\beta_{\text {at }}\right\rangle=0.531$ values and $\left\langle z_{\gamma}\right\rangle=0$ as target positions were used. The background in the simulations was adopted from the experiment by a linear fit in the region between 400 and 520 keV after subtracting the peak integral. The


Fig. 12. Doppler corrected Cluster (upper panel) and MINIBALL (lower panel) spectra of the $1_{1}^{+} \rightarrow 0_{\text {g.s. }}^{+}$in ${ }^{34} \mathrm{Cl}$. Also shown are the expected line shapes assuming halflives of 0 (red dotted), 5 (blue dashed), and 20 ps (green dash dotted), respectively. (For interpretation of the references to the color in this figure legend, the reader is referred to the web version of this article.)
peak integral of the simulations was normalized separately to the experimentally observed integrals in the Cluster and MINIBALL detectors.

As no attempt was made in the Doppler correction to correct for lifetime effects, the simulated peak energy position clearly shifts as a function of the halflife. A $\chi^{2}$ test between experiment and simulation was performed. For the simulation the halflife value $T_{1 / 2}$ of the excited state was varied. Yet always the same $\left\langle\beta_{\mathrm{at}}\right\rangle$ and $\left\langle z_{\gamma}\right\rangle=0$ values were used for the Doppler correction. The $\chi^{2}$ is given by
$\chi^{2}=\sum_{i=1}^{N} \frac{\left(I_{\gamma \text { sim }}^{i}-I_{\gamma \exp }^{i}\right)^{2}}{\sigma_{i}^{2}}$
where $N$ is the number of bins, $I_{\gamma \text { exp }}^{i}$ and $I_{\gamma \text { sim }}^{i}$ the number of experimental and simulated counts in the respective bin, and $\sigma_{i}$ the statistical error of counts in the respective bin.

The results of the $\chi^{2}$ test for the observed $1_{1}^{+} \rightarrow 0_{\text {g.s. }}^{+}$line in ${ }^{34} \mathrm{Cl}$ are shown in Fig. 13. The test was done for 10 energy bins of the Cluster spectrum between 440 and 480 keV and 12 energy bins of the MINIBALL spectrum between 432 and 480 keV . The experimentally observed halflife corresponds to the minimum of the $\chi^{2}$ distribution. Applying a quadratic fit around the minimum, the error $(\sigma)$ can be determined from the following equation (see for example Ref. [14], p. 146):
$\frac{\partial^{2} \chi^{2}}{\partial T_{1 / 2}^{2}}\left(T_{1 / 2}=T_{1 / 2}^{\min }\right)=\frac{2}{\sigma^{2}}$.
Using Eq. (6) results in halflives of 4.0(9) ps and 2.2(20) ps for the Cluster and MINIBALL detectors, respectively, for the $1_{1}^{+} \rightarrow 0_{\text {g.s. }}^{+}$decay.


Fig. 13. $\chi^{2}$ test of the observed $1_{1}^{+} \rightarrow 0_{\text {g.s. }}^{+}$decay in ${ }^{34} \mathrm{Cl}$ for the Cluster (top panel) and MINIBALL (bottom panel). In the simulations the decay's halflife was varied between 0 and 20 ps in steps of 1 ps .

Systematic errors may arise mainly from the uncertainty of the position of the detectors relative to the target and the determination of the average $\beta$ value after the target. As discussed in Sections 4.1 and 4.2, the former affects primarily the MINIBALL array while the latter influences the Cluster detectors. To investigate the systematic errors, two independent sets of simulations were performed. In the first set the target position was shifted by $\pm 1 \mathrm{~mm}$ along the beam axis relative to the $\gamma$-ray spectrometers. The resulting simulated $\chi^{2}$ minimum shifted by $\pm 0.3$ ps for the Cluster detectors and $\pm 3.6 \mathrm{ps}$ for the MINIBALL detectors, respectively. In the second set of simulations the $\left\langle\beta_{\mathrm{at}}\right\rangle$ value used for the Doppler correction was shifted by $\pm 0.001$. This resulted in a shift of the $\chi^{2}$ minimum of -0.7 and +1.3 ps for the Cluster detectors, while the shift of the $\chi^{2}$ minimum for MINIBALL was negligible. The systematic error's asymmetry in the Cluster detector arises from the flat slope of $\left\langle\beta_{\text {at }}\right\rangle$ towards long halflives, as discussed in Section 2.2, which is also the cause for the asymmetry in the $\chi^{2}$ distribution.

Thus, for the $1_{1}^{+} \rightarrow 0_{\text {g.S. }}^{+}$decay in ${ }^{34} \mathrm{Cl}$ values of $4.0 \pm 0.9$ (stat) ${ }_{-0.8}^{1.3}$ (sys) ps and $2.2 \pm 2.0$ (stat) $\pm 3.6$ (sys) ps were found for the Cluster and MINIBALL detectors, respectively, which is lower than the effective halflife that includes feeding contributions. It must be emphasized that the secondary beam energy and target thickness were not designed to measure lifetimes specifically. Furthermore, due to the linear correlation between energy shift and halflife of an excited state, as shown in Fig. 8, the systematic error of the MINIBALL detectors is independent of the halflife, offering an interesting tool to measure halflives $\geq 20 \mathrm{ps}$. The obtained lifetime results illustrate the additional potential use of the line shape effects at different detection angle. While the Cluster detectors are well suited to draw conclusion on the lifetime and show a distinct $\chi^{2}$ minimum, the MINIBALL position


Fig. 14. Doppler corrected Cluster (upper panel) and MINIBALL (lower panel) spectra of the $3 / 2_{1}^{+} \rightarrow 1 / 2_{\text {g.s. }}^{+}$in ${ }^{31} \mathrm{~S}$. Also shown are the expected line shapes assuming halflives of 0 (red dotted), 5 (blue dashed), and 20 ps (green dash dotted), respectively. (For interpretation of the references to the color in this figure legend, the reader is referred to the web version of this article.)


Fig. 15. $\chi^{2}$ test of the observed $3 / 2_{1}^{+} \rightarrow 1 / 2_{\text {g. }}^{+}$decay in ${ }^{31}$ S for the Cluster (top panel) and MINIBALL (bottom panel). In the simulations the decay's halflife was varied between 0 and 20 ps in steps of 1 ps .
is not sensitive to this quantity as the effective halflife is too short in this case.

### 5.2. Lineshape of the $3 / 2_{1}^{+} \rightarrow 1 / 2_{\text {g.s. }}^{+}$decay in ${ }^{31} S$

As second example the $3 / 2_{1}^{+} \rightarrow 1 / 2_{\text {g.s. }}^{+}$decay in ${ }^{31} \mathrm{~S}$ is used to demonstrate the possibility to deduce lifetime information of observed peaks following in-beam $\gamma$-ray spectroscopy at relativistic energies. The literature values for energy and halflife are 1249 keV and 500(125)fs, respectively [12]. The Doppler corrected $\gamma$-ray spectra are shown in Fig. 14. The same procedure to find the excited state's halflife was repeated. The background was fitted by a linear function in the region in between 1150 and 1350 keV after subtracting the peak integral. The $\chi^{2}$ test was applied for 13 bins in the region from 1208 to 1312 keV and for 15 bins from 1184 to 1304 keV , for the Cluster and MINIBALL detectors, respectively.

The $\chi^{2}$ distributions are shown in Fig. 15. Around the $\chi^{2}$ minimum a quadratic fit was applied, resulting in halflives of $0.8 \pm 0.5$ (stat) ${ }_{-0.6}^{+0.9}$ (sys) ps and $2.2 \pm 3.3$ (stat) $\pm 3.6$ (sys) ps for the Cluster and MINIBALL detectors, respectively. The systematic errors were deduced in the same way as for the $1_{1}^{+} \rightarrow 0_{\text {g.s. }}^{+}$decay in ${ }^{34} \mathrm{Cl}$. Also this example illustrates the potential use of the detected lineshape for lifetime investigations at a much shorter time scale in case the detector positions are well located. Despite the relative error bars the applied method shows that a clear lifetime limit can be stated. A more precise result in analyzing the lineshape of halflives below 1 ps can be obtained in future experiments by employing a target with a higher stopping power per path length, i.e., higher density and atomic number.

## 6. Conclusions

A precise determination of transition energies in relativistic two-step fragmentation experiments with considerable thick targets needs to consider the lifetime of the $\gamma$-decaying state. Uncertainties of the energy measurement are caused by the Doppler correction and its dependence on the change of mean velocity $\left\langle\beta_{\gamma}\right\rangle$ and the decay position $\left\langle z_{\gamma}\right\rangle$ of the emitting excited nucleus. These two observables are typically not accessible in the experiment and cause variation of the energy after Doppler correction and characteristic line shape effects. Here the details of the chosen detector geometry, beam energy, projectile and target nuclei, and target thickness is crucial in order to describe the observed differences to symmetric energy peaks.

In case of a known transition energy of the de-excitation $\gamma$-ray the potential use of the described effects is a novel approach for lifetime determination. The explicit and rapid change of lineshape and peak position at different detection angles as a function of lifetime allows fitting of the measured distribution with simulations and applying a $\chi^{2}$ test. For lifetimes below one ps it is favorable to use high density targets (e.g. Au or Pb ) at forward $\vartheta$-angles close to the beam axis. Low density targets as Be or plastic compounds are suitable for lifetimes up to a few tens of ps. Longer lifetimes are best deduced from detectors positioned at $\cos \vartheta_{\gamma}=\beta$ and are nearly independent from the choice of target material. For unknown transition energies a two dimensional $\chi^{2}$ test is necessary, varying the transition energies and halflives in the simulations.

In the RISING spectrometer the Doppler broadening due to the detectors' opening angles is generally quite large compared to lifetime effects. However, with the advent of the next generation position sensitive $\gamma$-ray spectrometers, as AGATA [15] or GRETINA [16], the opening angle will be minimized, thus becoming more sensitive to lineshapes and peak position shifts caused by the lifetimes of excited states in in-beam $\gamma$-ray spectroscopy.
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