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The main objective of the Advanced GAmma Tracking Array (AGATA) is the investigation of the

structure of exotic nuclei at the new generation of RIB facilities. As part of the preparatory phase for

FAIR-NUSTAR, AGATA is going to be installed at the FRS fragmentation facility of the GSI centre for an

experimental campaign to be performed in 2012 and 2013. Owing to its g-ray tracking capabilities and

the envisaged enhancement in resolving power, a series of in-flight g-ray spectroscopy experiments are

being planned. The present work describes the conceptual design of this first implementation of AGATA

at GSI-FRS, and provides information about the expected performance figures. According to the

characteristics of each particular experiment, it is foreseen that the target–array distance is adjusted

in order to achieve the optimum compromise between detection efficiency and energy resolution, or to

cover an specific angular range of the emitted electromagnetic radiation. Thus, a comprehensive Monte

Carlo study of the detection sensitivity in terms of photopeak efficiency, resolution and peak-to-total

ratio, as a function of the target–array distance is presented. Several configurations have been

investigated, and MC-calculations indicate that a remarkable enhancement in resolving power can be

achieved when double-cluster AGATA detectors are developed and implemented. Several experimental

effects are also investigated. This concerns the impact of passive materials between the target and the

array, the angular distribution of the detection efficiency and the influence of target thickness effects

and transition lifetimes in the attainable detection sensitivity. A short overview on half-life measure-

ments via lineshape effects utilizing AGATA is also presented.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

The study of nuclear structure far-off stability benefits from
advances in both, acceleration techniques, as well as in detection
systems. Since their invention in 1960, semiconductor germanium
detectors represent key instruments in the field of high-resolution
g-ray spectroscopy. The unsurpassed energy resolution of germa-
nium detectors has led to the discovery of new features and
astounding properties of the atomic nucleus. Developments such
as Ge-arrays like EUROBALL [1] and GAMMASPHERE [2] led to about
two orders of magnitude improvement in resolving power when
compared to the first generation of Compton-suppression arrays like
ll rights reserved.
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HERA [3] or TESSA3 [4]. Remarkable results were, for example, the
measurement of superdeformed nuclei with very high-angular-
momentum states [5–7], thus revealing nuclear rotating systems
with moments of inertia larger than 80 _2 MeV�1.

At present, the hot topics of nuclear structure with Radioactive
Ion Beams (RIBs) concern the evolution of shell gaps and the
related changes in magic numbers far-off stability; breakdown of
isospin symmetry and its interplay with nuclear shape evolution
and shape coexistence phenomena; determination of the drip-line
border of the nuclei chart and its link to open quantum systems,
that in turn allow for understanding the coupling between bound
states and the continuum; collectivity phenomena and electric
and magnetic strength in nuclei, including also the investigation
of giant resonances, as well as the fine structure in the Pygmy
Dipole Resonance [8]. A deeper understanding of these scientific
themes will become possible in the near future thanks to the
combination of more exotic RIBs with state-of-the-art g-ray
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detection systems. The latter concern the concept of g-ray
tracking. Owing to this novel approach, new generation arrays
of 2D-segmented 3D-position sensitive detectors, such as the
Advanced GAmma Tracking Array (AGATA) in Europe [9] and the
Gamma-Ray Energy Tracking Array (GRETA) in USA [10] are being
developed and early implementations are already used for in-
beam g-ray spectroscopy experiments.

Following a research and development phase including Monte
Carlo simulations and design studies [11–17], detector character-
ization [18–25], technical developments [26,27,9], as well as a
commissioning and in-beam test of the system [28–36], the first
sub-array of AGATA, the so-called AGATA Demonstrator, has been
successfully set-up in operation at the stable ion beam facility of
Laboratori Nazionali di Legnaro LNL-INFN (Italy) [37].

In order to exploit the complementarity offered by the
different facilities in Europe, AGATA has been conceived as a
peripatetic apparatus, travelling from one facility to another.
Thus, the next experimental campaign of the next AGATA con-
struction phase will be carried out, during 2012 and 2013, at the
GSI centre for heavy ion research (Germany) in the framework of
PreSPEC [38], which represents the preparatory phase for HISPEC/
DESPEC at FAIR. HISPEC and DESPEC, which stand, respectively,
for High-resolution In-flight SPECtroscopy and DEcay SPECtro-
scopy experiments, will be part of the NUSTAR (NUclear STruc-
ture, Astrophysics and Reactions) collaboration, the major next
generation in-flight RIB facility in Europe. Similar to the existing
site at GSI, FAIR-NUSTAR will be based on the production of
fragments from 0.4 to 1 GeV/u beams and their separation in the
Super-FRS [39,40]. The forthcoming installation of AGATA at GSI-
FRS will benefit from improvements in the beam intensities,
which are a consequence of present accelerator developments
towards FAIR. However, there are a number of relevant differ-
ences in the experimental conditions of GSI-FRS when compared
to the previous host, INFN-LNL, which need to be taken into
account. Such particularities concern mainly the relativistic
momentum (typically b� 0:43) and the spatial distribution
ðfwhmx � 6 cmÞ of the RIB at GSI-FRS, when compared to the
narrow ðfwhmx � 2 mmÞ stable beams, commonly used at INFN-
LNL with lower beam velocities (e.g. bt0:1). Thus, in order to
optimize its g-ray efficiency and high intrinsic energy- and
spatial-resolution, the configuration of the AGATA detectors
needs to be designed according to the characteristics of the ion
beam at the final focal plane of the GSI fragment separator (FRS).
With this purpose, systematic Monte Carlo (MC) simulations have
been performed and their results are reported in this paper.
Section 2 summarizes the general features of the fragmentation
facility at GSI, and the typical experimental conditions for in-
flight g-ray spectroscopy experiments using relativistic beams,
with particular emphasis on the main differences in the experi-
mental conditions with respect to the previous AGATA campaign,
hosted at LNL-INFN.

The original design of AGATA [14] is based on n-type HPGe
crystals, which have a tapered hexagonal geometry with an asym-
metric shape to fit into the 4p 180 detector geometry. Such a
geometry is realized by means of three different shapes, with a
triplet of crystals arranged in identical triple cryostats. However,
MC-simulations reported in Section 3 illustrate the need for devel-
oping additional cluster detectors with only two crystals inside one
cryostat. In the following, they will be referred to as AGATA double-
cluster (ADC) detectors. Such development should allow for an
optimal use of AGATA for in-flight measurements using the RIBs
available at GSI-FRS, as well as for the HISPEC experiment in the
future FAIR-NUSTAR facility. Section 4 describes the attainable g-ray
detection sensitivity for such hybrid AGATA-shell geometries, with a
variable number of double- and triple-cluster detectors. This seems
convenient because of the non-proportionality between efficiency
and number of capsules. Also, results reported in Section 4 demon-
strate the potential to pick-up expected efficiency, resolution and
peak-to-total (P/T) ratios, according to the number of cluster
detectors available for the array at the time of each particular
experiment. The performance of several combinations of double-
and triple-cluster detectors, from 10 up to 40 capsules is displayed
and tabulated. Photopeak efficiency, energy resolution and P/T ratios
are represented as a function of the target–array distance, which can
be adjusted for each particular experiment in order to find the best
compromise according to the characteristics of the measurement.

The detection efficiency of AGATA varies with the g-ray
energy, which is also affected by the Lorentz boost. This depen-
dency is reported in Section 5 for g-quanta in the energy range
from 500 keV up to 5 MeV and for several AGATA configurations.
The Lorentz boost of the relativistic RIBs commonly used at GSI-
FRS determines also, to a large extent, the angular distribution of
the g-ray detection efficiency. This relationship becomes of
particular interest for a number of experiments (see e.g. [41]),
as well as for the determination of reduced transition probabil-
ities of excited states (see Section 9). Thus, Section 6 shows the
angular variation of the photopeak efficiency for two AGATA
configurations and for several target–array distances.

In the past campaigns with EUROBALL cluster detectors at GSI-
FRS, a thin shielding made of lead was commonly utilized for
reducing atomic backgrounds. The impact of such additional
passive materials on the detection efficiency of AGATA is pre-
sented in Section 7.

The impact of the half-life of the nuclear transition in combi-
nation with target thickness effects is reported in Section 8.
A short overview on half-life measurement via lineshape effects
is described in Section 9.
2. The GSI fragmentation facility and experimental conditions

The production of RIBs at the GSI-FRS facility starts with a high
intensity stable beam delivered by the UNILAC linear accelerator,
and accelerated to relativistic energies by the SIS18 synchrotron.
This primary beam impinges on a target at a high energy, typically
between 400 MeV/u and 1 GeV/u. This way, a broad spectrum of
radioactive species is produced by means of fragmentation or
induced fission reactions. The production target is in most cases
a Be- or a Pb-layer with a thickness between 2 and 4 g/cm2. The
fragments of interest are selected and transmitted through the
fragment separator (FRS) using the Br2DE2Br method. A sche-
matic layout of the experimental set-up is shown in Fig. 1. Ions
are tracked through the FRS on an event-by-event basis. The
mass-over-charge (A/Q) ratio is determined from the time-of-
flight measured using two scintillators (Scintillator 1 and Scintil-
lator 2 in Fig. 1). The charge of the ions is determined from their
energy loss across two ionization chambers (MUSIC1 and
MUSIC2). Two time-projection chambers (TPC1 and TPC2) are
used to measure the position and the angle of the fragments
arriving at the final focal plane of the FRS. A detailed description
about the FRS can be found in Ref. [42].

The spatial profile of the fragments beam at the final focal
plane of the FRS depends on several parameters, such as the beam
energy and achromaticity. For energies of 100 MeV/u the beam
shows a width of t6 cm FWHM in the dispersive horizontal plane
X and about 4 cm FWHM on the vertical axis Y (see Fig. 2).

A secondary target, typically with a size of 62:5� 62:5 mm2, is
placed at the final FRS focal plane for inducing the reactions of
interest in the impinging RIB. The target material is usually gold
or lead for Coulomb excitation and beryllium for secondary
fragmentation or particle knockout reactions. Thanks to the high
secondary beam energy ð � 100 MeV=uÞ rather thick targets of
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Fig. 2. Transversal spatial distribution of the RIB at the final FRS focal plane for an

energy of � 100 MeV=u.

Fig. 3. Large (a) and short (b) AGATA configurations for optimizing resolution and

efficiency, respectively.

Fig. 1. Schematic representation of the PreSPEC set-up, showing the production target, FRS, beam-tracking detectors, AGATA and LYCCA. See text for details.
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200–500 mg/cm2 can be used, which allow one to enhance the
reaction rate, while keeping the angular straggling of the reaction
products within reasonable values of 5–10 mrad. For many cases,
such an enhancement on the reaction yield becomes of pivotal
importance in order to access very exotic species, which are
produced only in very small amounts (Fig. 3).

Because of the high reaction-product velocity b the measured
g-ray energy Eg appears shifted with respect to the g-quantum
energy at rest Eg,J. This effect can be corrected by applying the
Doppler formula

Eg,J ¼ Eg
1�b cos ygffiffiffiffiffiffiffiffiffiffiffiffi

1�b2
q ð1Þ

where yg is the angle between the emitted g-ray and the
trajectory of the fragment in the laboratory frame. Thus, the
accuracy with which the original g-ray energy can be determined
is dominated by the uncertainty in the determination of the angle
yg and the uncertainty in the measurement of the fragment
velocity b at the moment of g-ray emission. In theory, three
positions are needed in order to derive the value of the angle yg:
the position of the reaction product at the time of de-excitation,
the relative position downstream from the target, and the loca-
tion of the first g-ray hit in AGATA. In practice, however, the
reaction-product position at de-excitation time can be measured
only in an approximate way. Indeed, the two transversal (x,y)
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coordinates of the fragment are determined, approximately,
utilizing a double-sided silicon-strip detector (DSSD) placed close
to the secondary target. At present, there is no technique to
measure the z-position downstream of the reaction product at de-
excitation time. For long half-life reaction products such uncer-
tainty dominates the width of the Doppler corrected g-ray
spectrum (see Section 8). The trajectory of the reaction products
downstream from the target is determined by using the Lund-
York-Cologne CAlorimeter (LYCCA) [43]. A third plastic scintillator
(Scintillator 3 in Fig. 1) enables the measurement of the velocity
of the fragments or reaction products after the target bat . Note
that, in general, due to the energy loss in the target this quantity
can be smaller than the velocity b at emission time, i.e. bat rb, an
effect which also has an impact in the attainable resolution (see
Section 8). Finally, the 3D position sensitivity of AGATA, with an
average FWHM C4 mm, provides the remaining information
needed for the Doppler reconstruction of the g-ray spectra.
Further details about g-ray spectroscopy experiments with RIB
at GSI-FRS using the RISING array of EUROBALL cluster detectors
can be found in Ref. [44].
Fig. 4. (a) Shell geometry with 13 triple cluster detectors. (b) Hybrid shell

geometry with 5 double- and 10-triple cluster detectors.
3. Reference case for the conceptual design The AGATA double
cluster detectors

A simplified, although representative, physics case has been
simulated in order to evaluate several possible geometrical
detector configurations and determine the array design best
suited for experiments at GSI-FRS. The evaluation of the array
performance is based on the attainable g-ray photopeak effi-
ciency, peak-to-total (P/T) ratio and energy resolution. The MC-
code used for this purpose is described in Ref. [14], with minor
modifications in order to include the specific spatial x,y-profile of
the RIB at the final focus of the FRS (see Fig. 2). Also the event
generator of Ref. [14] was used to emit g-rays with an energy at
rest of Eg,J ¼ 1 MeV emitted from a nucleus at a velocity of
b¼ 0:43, equivalent to � 100 MeV=u commonly used for Cou-
lomb excitation and particle knockout experiments at GSI-FRS.

In the conceptual design part of the present work, the effects
related to the target thickness and half-life of the nuclear transi-
tion have been explicitly left aside. Such simplifications are
convenient in order to tackle the problem in a systematic way.
A negligible target thickness ensures no energy loss across the
target, which implies a well defined velocity at de-excitation time
ðb¼ 0:43Þ. Further, a prompt de-excitation (half-life t1=2 ¼ 0)
ensures a well defined emission angle yg. The impact of the target
details in the Doppler reconstructed spectra is reported later in
detail in Section 8. The interplay between the value of the half-life
and the target thickness is described in Section 9. These effects
are expected to influence the performance of the array approxi-
mately in the same direction for all configurations and therefore,
such assumptions are not expected to affect the conclusions of
this section.

Another simplification concerns the g-ray multiplicity, which
has been assumed to be Mg ¼ 1 in all cases. Apart from the atomic
background radiation, Mg ¼ 1 is a reasonable assumption for both
Coulomb excitation experiments MCoulex

g ¼ 122 and particle
knockout reactions MKnockout

g ¼ 324.
In order to set-up a versatile g-ray detection system with a

limited number of capsules available, it is foreseen that the
target–array distance is adjusted according to the characteristics
of each particular experiment. Thus, large (short) target–array
distances can be set-up in order to optimize detection resolution
(efficiency). This feature is reasonable when the array consists of a
relatively small amount of 30–40 capsules. A larger number of
detectors covering a solid angle of 2p or more would show
approximately a constant variation of the efficiency with the
target–array distance. An intermediate distance can be also
chosen in order to settle a compromise between efficiency and
resolution. The so-called ‘‘large’’ distance corresponds to 23.5 cm,
which represents the centre of the spherical shell defined by the
front surface of the AGATA capsules. The ‘‘short’’ distance corre-
sponds to a target–array distance of 8.5 cm.

Thus, the evaluation of each configuration is based on MC
simulations for six different target–array distances of 23.5, 18.5,
15.5, 13.5, 11.5 and 8.5 cm, each case containing 5�105 events,
which yields a negligible statistical uncertainty for all quoted
results.

g-ray tracking has been implemented for the reconstruction of
the simulated events with the MGT-code [45]. MGT is used with
both packing and smearing distances equal to 5 mm and intrinsic
energy resolution for HPGe of 1.9 keV FWHM at Eg ¼ 1:33 MeV with
a noise component of 1 keV. All the results presented in the
following have been obtained by properly processing the raw
simulated data with MGT.

The first aspect to be considered for the installation of AGATA
at GSI is related to constraints arising from the size of the RIB at
the final focal plane of the FRS. This also holds true for future
implementations of AGATA for HISPEC experiments at FAIR-
NUSTAR. On one hand, as shown in Fig. 2, because of the spatial
spread of the RIB a beam-pipe with a diameter of \80 mm is
required in order to avoid excessive interactions of the outgoing
reaction products with the beam-pipe itself and other structural
materials. Calculations of the ion-beam optics through the current
design of the Super-FRS [46] indicate that the size of the beam at
its final focal plane should be comparable to the one shown in
Fig. 2. On the other hand, the geometrical design of AGATA aims
to maximize the solid angle coverage, thus reducing to the
minimum the size of the pentagonal holes [14]. The latter turn
out to be sufficiently large for the beam output at LNL-INFN, but
they are too small for the beam at GSI-FRS. The most straightfor-
ward solution would consist of removing two of the central triple
clusters of the 1p AGATA configuration, and rotate slightly the
array around the vertical axis, as it is shown in Fig. 4, top.
Nevertheless, this option shows two strong drawbacks. First, it
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breaks the symmetry of the array, thus making difficult the
distribution of the detectors and lending to an irregular growth
and solid angle coverage of the array. Second, the irregular and
relatively large insensitive area at forward angles is the most
relevant region in terms of efficiency, due to the effect of the
Lorentz boost.

One possibility to improve this situation consists of developing
and implementing AGATA double cluster detectors (ADC detec-
tors). The original conceptual design of AGATA [14] comprises an
array of 180 irregular hexagons, using only three crystal shapes.
The tree different geometries are assigned a letter and a colour: A
– red, B – green and C – blue. Each AGATA triple cluster (ATC) is
made from the three crystal shapes A, B and C sharing the same
cryostat. The ADC detectors proposed here can be built from
crystals of types B and C. This way, the removal of the five
capsules of A type positioned around the pentagonal hole in the
beam axis is done by using an inner ring of five ADC detectors.
Thus, this AGATA implementation will be an hybrid configuration
of ADC and ATC detectors, still in a 1p symmetric AGATA set-up
(see Fig. 4b). This geometry optimizes the large solid angle
coverage at forward angles, while leaving enough space for
the RIB passing downstream towards LYCCA. Such approach
yields a remarkable enhancement in performance when com-
pared with any other possibility based only on ATC detectors. This
is shown in Fig. 5, where the photopeak efficiency, energy
resolution and P/T ratio are displayed as a function of the distance
between the secondary target and the AGATA array. In this case,
the geometry based on ATC detectors contains 13 of them, 39
capsules, as shown in Fig. 4, top. The new hybrid geometry is
based on an outer ring of 10 ATCs, supplemented with an inner
ring of 5 ADC detectors (40 capsules), as shown in Fig. 4b. Thus, an
enhancement of up to 20% in efficiency can be achieved, whereas
the resolution and P/T ratios remain essentially the same. The
tracking efficiency of MGT typically varies between 60% and 80%
for short (8.5 cm) and large (23.5 cm) target–array distances,
respectively.

The evolution of the detection sensitivity with decreasing
target–array distances reflects both, the effect of the larger
solid-angle and the Lorentz boost at velocities of b� 0:43. When
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compared to an isotropic g-ray emission distribution, the Lorentz
boost represents an advantage in terms of detection efficiency
particularly for large target–array distances. This effect is illu-
strated in the top panel of Fig. 6, where the performance of the 10
Tþ5 D geometry is shown for a projectile having a velocity of
b¼ 0:43 and at rest b¼ 0.

Other configurations investigated were based on compact
cylindrical geometries, where the ATC detectors were separated
from each other, and arranged around the target chamber for
maximizing the solid angle coverage. This approach had the
disadvantage that g-ray tracking could be only applied within
each ATC detector, thus reducing the overall performance of the
array in terms of efficiency and P/T ratio, and notably limiting the
scalability of the array on a long term basis. This issue of
scalability is explored further in Section 4.

In summary, the MC performance figures indicate that an
hybrid shell-geometry, based on an inner ring of 5 ADCs, and an
outer ring of ATC detectors (as many as available) represents the
best approach for nuclear structure studies using relativistic RIBs
at the GSI-FRS facility and at the future FAIR-NUSTAR site.
4. Performance of the hybrid shell geometry

The non-proportionality of the efficiency with the number of
capsules in the array, due to the tracking concept, makes it worth
quantifying the performance of the hybrid array as a function of
the number of ADC and ATC detectors available. Using the
reference case described in the above section the expected
performance in terms of g-ray photopeak efficiency, resolution
and P/T-ratio is shown in Table 1 (Table 2) for 5 ADCs (ATCs) and a
variable number of ATCs (ADCs). For the sake of clarity, these
values are shown in Fig. 7 only for configurations consisting of n

ATC and 5 ADC detectors (n Tþ5 D), with n being a representative
number of ATC detectors between 0 and 10. Fig. 8 shows the
performance for 5 ATCs and a variable number of ADCs (5 Tþn D),
with n from 0 up to 5 ADC detectors. In the latter figure, also the
combination 0 Tþ5 D is shown. It is worth emphasizing the



Table 1
Performance of the AGATA array as a function of the number of ATC detectors,

assuming always an inner ring of 5 ADCs. For each configuration indicated on the

left-hand side of the table, the three rows represent the efficiency, resolution and

P/T ratio, respectively.

No. of Distance target–array (cm)

ATC ADC 23.5 18.5 15.5 13.5 11.5 8.5

10 5 11.0 13.5 15.1 16.1 16.9 17.1 eg (%)

6.1 7.5 8.3 9.0 9.7 10.9 FWHM (keV)

40.0 40.5 40.7 41.1 41.2 40.8 P/T (%)

9 5 10.0 12.4 13.9 14.9 15.6 16.0 eg (%)

6.1 7.4 8.3 8.9 9.7 10.8 FWHM (keV)

39.6 40.0 40.4 40.5 40.4 40.1 P/T (%)

8 5 9.0 11.2 12.7 13.5 14.1 14.7 eg (%)

6.0 7.3 8.3 8.9 9.7 10.9 FWHM (keV)

39.1 39.7 40.0 39.7 39.7 39.2 P/T (%)

7 5 8.0 10.0 11.4 12.3 13.1 13.8 eg (%)

5.9 7.3 8.2 8.9 9.8 11.0 FWHM (keV)

38.3 38.5 39.0 38.9 39.1 38.8 P/T (%)

6 5 6.9 8.8 10.1 10.8 11.6 12.4 eg (%)

5.8 7.2 8.1 8.8 9.7 11.1 FWHM (keV)

36.9 37.6 37.8 37.6 38.0 37.6 P/T (%)

5 5 6.0 7.6 8.9 9.7 10.4 11.3 eg (%)

5.7 7.1 8.0 8.8 9.7 11.1 FWHM (keV)

35.8 36.3 36.7 36.9 36.7 36.5 P/T (%)

4 5 5.0 6.4 7.6 8.3 9.1 10.0 eg (%)

5.5 6.9 7.9 8.8 9.6 11.1 FWHM (keV)

34.6 35.1 35.3 35.3 35.5 35.2 P/T (%)

3 5 4.1 5.4 6.4 7.1 7.9 9.0 eg (%)

5.3 6.8 7.8 8.7 9.6 11.3 FWHM (keV)

32.7 33.0 33.5 33.7 33.8 33.8 P/T (%)

2 5 3.2 4.2 5.2 5.8 6.7 7.9 eg (%)

4.9 6.4 7.6 8.5 9.5 11.5 FWHM (keV)

31.5 31.5 32.2 32.0 32.3 32.9 P/T (%)

1 5 2.7 3.6 4.4 5.0 5.7 6.8 eg (%)

4.9 6.3 7.6 8.6 9.6 11.4 FWHM (keV)

31.2 31.2 31.6 31.7 31.7 31.8 P/T (%)

0 5 2.0 2.7 3.3 3.8 4.3 5.2 eg (%)

4.8 6.4 7.5 8.4 9.7 11.4 FWHM (keV)

29.6 29.9 30.3 30.0 30.4 30.4 P/T (%)

Table 2
Performance of the AGATA array for five ATCs and a variable number of ADC

detectors. For each configuration indicated on the left-hand side of the table, the

three rows represent the efficiency, resolution and P/T ratio, respectively.

No. of Distance target–array (cm)

ATC ADC 23.5 18.5 15.5 13.5 11.5 8.5

5 4 5.5 7.0 7.9 8.5 9.1 9.7 eg (%)

5.9 7.4 8.4 9.3 10.2 12.1 FWHM (keV)

35.7 36.2 36.5 36.2 36.3 36.1 P/T (%)

5 3 5.4 6.6 7.3 7.8 8.4 8.6 eg (%)

6.1 7.5 8.6 9.4 10.3 11.8 FWHM (keV)

37.8 37.7 37.6 37.8 38.1 37.5 P/T (%)

5 2 5.0 6.0 6.7 7.1 7.3 7.4 eg (%)

6.3 7.7 8.7 9.4 10.2 11.8 FWHM (keV)

38.6 38.9 39.4 39.2 39.3 39.1 P/T (%)

5 1 4.5 5.4 5.9 6.1 6.2 6.1 eg (%)

6.5 7.8 8.8 9.6 10.4 11.4 FWHM (keV)

38.5 39.1 39.5 39.1 39.0 38.7 P/T (%)

5 0 4.0 4.7 5.0 5.1 5.1 4.8 eg (%)

6.9 8.3 9.1 9.6 10.2 10.9 FWHM (keV)

38.3 38.7 38.9 38.9 38.2 37.8 P/T (%)
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Fig. 7. Reference case. Efficiency (top), resolution (middle) and P/T ratio (bottom)

as a function of the number of ATC detectors in the set-up. The number of ADC
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similarity in the performance between the 0 Tþ5 D and the
5 Tþ0 D cases at short target-array distances. This illustrates,
once more, the relevance of developing ADC detectors for experi-
ments at GSI. Indeed, 10 capsules arranged in a ring of 5 ADCs
show at short target-array distances, the same performance as 15
capsules arranged in a half-ring of 5 ATCs detectors. In this
respect, it is also important to remark the non-linear dependence
of the detection efficiency on the number of capsules, as a con-
sequence of g-ray tracking. For example, at 11.5 cm, the 5 Tþ0 D
case corresponds to an intrinsic photopeak efficiency of 0.34% per
capsule. On the other hand, the 5 Tþ5 D configuration shows an
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efficiency of 0.45% per capsule, which indicates a relative en-
hancement of the detection efficiency per capsule of 32%.

For the first experiments with AGATA at GSI, it is expected that
at least 5 ATCs and 5 ADCs are available. Therefore, for nuclear
transitions of 1 MeV emitting at b¼ 0:43, photopeak efficiencies
in the range of 6 to 11% and energy resolutions of 6 to 11 keV
should be attainable (depending on the distance target–array)
with a P/T ratio of about 36%. The asymmetry in the spatial
distribution of the beam, which is larger in the dispersive plane x

than in the vertical direction y, has been found to have a
negligible impact in the efficiency of the 5 Dþ5 T configuration.
When the 5 ATCs are placed together the efficiency does not
depend on their position around the inner ring of ADCs. Further-
more, it is worth noting that the outer ring of ATCs is actually
composed of two sub-rings. One of them subtends slightly lower
forward angles (Fig. 9b) than the other one (Fig. 9c). Thus, one
might think of distributing the five ATCs semi-consecutively, as it
is shown in the two bottom configurations displayed in Fig. 9.
This option, however, shows an slightly reduced efficiency. The
efficiency of 6% obtained with the geometry shown in Fig. 9a for
the nominal distance of 23.5 cm, is reduced to 5.9% and 5.8% for
the configurations shown in Fig. 9b and c, respectively. This can
be ascribed to the larger open surface exposed by the ATCs and
the corresponding decrease in the performance of the tracking
algorithm.

The efficiency will increase gradually further when additional
ATCs are installed in the set-up, thus reaching for a configuration
with 5 ADC and 10 ATC detectors up to 11–17% photopeak
efficiency, 6–11 keV FWHM energy resolution and � 40% P/T-ratio.
Fig. 9. Possible configurations of AGATA with 5 Dþ5 T, ordered from top to

bottom by decreasing efficiency.
It is worth noting that, at least in terms of efficiency, there is an
optimal target–array distance. However, the latter depends on the
number and type of cluster detectors available. Thus, for a
relatively small amount of clusters, there is a substantial
enhancement in the efficiency when going from an intermediate
distance as 11.5 cm to the shortest one of 8.5 cm, e.g. 9%
enhancement for 5 ATC þ 5 ADC detectors. However, such
improvement is of only 1% for the 10 ATC þ 5 ADC configuration.

The chosen g-ray energy of Eg,J ¼ 1 MeV corresponds only to
an average representative value, which is close to many experi-
ments of interest for nuclear structure. Values for another g-ray
energies are reported in Section 5.
5. Dependence of the performance on the g-ray energy

The complex dependency of the detection efficiency on the g-ray
transition energy using relativistic RIBs requires a MC simulation
study. On one hand, the Lorentz boost concentrates a large amount
of g-quanta in the forward direction, thus enhancing the detection
probability for small values of the angle yg, mostly in the region
covered by the ADC detectors. But on the other hand, this effect is
counter-balanced to some extent by the Doppler shift in energy,
which increases the g-ray energy at the same forward angles, thus
reducing the detection efficiency correspondingly. In order to
quantify the impact of these effects in the performance of the
tracking array, MC simulated values for efficiency, resolution and
P/T-ratio, are tabulated and displayed in this section for a range of
g-ray energies from 500 keV up to 5 MeV. Results are reported for
three reference hybrid-shell AGATA geometries, namely 10 ATCþ5
ADC (Fig. 10, Table 3), 7 ATCþ5 ADC (Fig. 11, Table 4) and 5 ATCþ5
ADC (Fig. 12, Table 5).
6. Angular distribution of the efficiency

Angular distribution measurements of g-rays emitted by
oriented nuclei have been a fundamental tool to investigate their
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Table 4
7ATCþ5ADC AGATA configuration, efficiency, energy resolution and P/T-ratio

values as a function of the g-ray energy at rest Eg,J and b¼ 0:43.

Eg,J

(MeV)

Distance target–array (cm)

23.5 18.5 15.5 13.5 11.5 8.5

0.5 10.5 13.2 15.0 16.1 17.0 17.7 eg (%)

3.9 4.9 5.6 6.1 6.8 8.0 FWHM (keV)

46.3 47.0 47.6 47.5 47.2 46.7 P/T (%)

1 8.0 10.1 11.4 12.3 13.0 13.7 eg (%)

5.9 7.3 8.4 9.2 10.1 11.8 FWHM (keV)

38.0 38.7 38.8 39.1 38.9 38.7 P/T (%)

1.5 6.6 8.2 9.4 10.1 10.7 11.4 eg (%)

8.1 10.0 11.5 12.5 13.7 16.0 FWHM (keV)

32.9 33.4 33.8 33.9 34.0 34.0 P/T (%)

2 5.6 7.0 8.0 8.6 9.2 9.8 eg (%)

10.3 12.8 14.7 16.1 17.7 20.3 FWHM (keV)

29.0 29.5 29.9 30.1 30.3 30.4 P/T (%)

2.5 5.0 6.1 6.9 7.6 8.0 8.6 eg (%)

12.7 15.7 18.2 20.2 21.7 25.0 FWHM (keV)

26.1 26.5 26.6 27.0 27.1 27.3 P/T (%)

3 4.3 5.4 6.2 6.6 7.2 7.7 eg (%)

15.4 19.2 21.9 23.9 26.0 30.0 FWHM (keV)

23.2 23.8 24.2 24.1 24.8 24.8 P/T (%)

3.5 3.9 4.9 5.7 6.0 6.5 7.0 eg (%)

18.1 22.9 25.8 28.1 30.9 35.1 FWHM (keV)

21.2 21.5 22.2 22.3 22.5 22.8 P/T (%)

4 3.5 4.4 5.1 5.5 5.9 6.4 eg (%)

21.3 26.8 29.9 32.9 35.9 40.1 FWHM (keV)

19.2 19.8 20.2 20.4 20.7 20.9 P/T (%)

4.5 3.3 4.1 4.7 5.0 5.4 5.8 eg (%)

24.8 30.8 34.6 37.4 40.5 44.9 FWHM (keV)

17.7 18.1 18.6 18.6 19.0 19.2 P/T (%)

5 3.0 3.8 4.3 4.7 5.1 5.5 eg (%)

28.0 34.8 39.5 42.2 45.4 50.3 FWHM (keV)

16.4 16.8 17.0 17.5 17.8 18.0 P/T (%)
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Table 3
10ATCþ5ADC AGATA configuration, efficiency and energy resolution values as a

function of the g-ray energy at rest Eg,J and b¼ 0:43.

Eg,J

(MeV)

Distance target–array (cm)

23.5 18.5 15.5 13.5 11.5 8.5

0.5 14.3 17.6 19.6 20.8 21.5 21.6 eg (%)

4.1 5.0 5.7 6.2 6.9 7.9 FWHM (keV)

48.4 49.2 49.2 49.5 49.2 48.6 P/T (%)

1 10.9 13.5 15.1 16.1 16.7 17.0 eg (%)

6.1 7.5 8.5 9.3 10.1 11.7 FWHM (keV)

39.9 40.5 40.9 40.9 41.0 40.6 P/T (%)

1.5 9.1 11.1 12.5 13.3 14.0 14.3 eg (%)

8.3 10.3 11.6 12.6 13.8 15.4 FWHM (keV)

34.8 35.2 35.7 35.9 36.3 36.0 P/T (%)

2 7.7 9.6 10.7 11.4 12.0 12.6 eg (%)

10.8 13.2 14.7 15.9 17.1 19.1 FWHM (keV)

30.8 31.5 31.8 31.9 32.4 32.6 P/T (%)

2.5 6.8 8.4 9.3 10.1 10.7 11.0 eg (%)

13.2 16.2 18.3 19.9 21.7 24.5 FWHM (keV)

27.4 28.2 28.5 29.0 29.5 29.4 P/T (%)

3 6.1 7.5 8.5 9.1 9.5 9.9 eg (%)

15.9 19.7 22.0 24.0 26.0 29.3 FWHM (keV)

25.1 25.7 26.3 26.6 26.7 26.9 P/T (%)

3.5 5.5 6.8 7.6 8.2 8.6 9.1 eg (%)

18.9 23.2 26.0 28.4 30.6 34.4 FWHM (keV)

22.8 23.4 23.9 24.3 24.4 24.8 P/T (%)

4 5.0 6.2 7.0 7.5 8.0 8.4 eg (%)

22.0 27.0 30.5 32.8 35.3 39.3 FWHM (keV)

21.0 21.7 22.0 22.2 22.8 23.0 P/T (%)

4.5 4.6 5.7 6.5 6.9 7.3 7.7 eg (%)

25.4 31.3 34.9 37.3 39.8 44.2 FWHM (keV)

19.2 20.0 20.5 20.7 21.0 21.4 P/T (%)

5 4.3 5.3 6.0 6.5 6.8 7.2 eg (%)

28.9 34.9 39.0 42.2 44.9 49.3 FWHM (keV)

18.0 18.6 19.0 19.3 19.5 20.0 P/T (%)
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Fig. 13. Efficiency as a function of the g-ray detection angle yg for Eg,J ¼ 1 MeV

emitted at b¼ 0:43. (a) A simulation with 10 ATC and 5 ADC detectors and (b) 5

ATC and 5 ADC detectors.

Table 5
5ATCþ5ADC AGATA configuration, efficiency and resolution values as a function

of the g-ray energy at rest Eg,J and b¼ 0:43.

Eg,J

(MeV)

Distance target–array (cm)

23.5 18.5 15.5 13.5 11.5 8.5

0.5 8.0 10.2 11.8 12.9 13.9 14.9 eg (%)

3.8 4.7 5.5 6.0 6.8 8.0 FWHM (keV)

44.1 45.0 45.2 45.4 45.4 44.8 P/T (%)

1 6.1 7.6 8.8 9.6 10.4 11.2 eg (%)

5.7 7.1 8.2 9.1 10.2 11.8 FWHM (keV)

36.1 36.4 36.5 36.6 36.6 36.4 P/T (%)

1.5 4.9 6.3 7.2 7.9 8.5 9.3 eg (%)

7.7 9.7 11.3 12.4 13.8 16.2 FWHM (keV)

30.9 31.4 31.7 31.7 31.7 31.8 P/T (%)

2 4.2 5.4 6.1 6.6 7.2 8.0 eg (%)

9.9 12.5 14.3 15.9 17.9 20.8 FWHM (keV)

27.2 27.8 27.7 27.8 28.0 28.2 P/T (%)

2.5 3.6 4.6 5.4 5.8 6.3 7.0 eg (%)

12.2 15.4 17.7 19.6 21.8 25.4 FWHM (keV)

23.7 24.4 24.8 24.8 25.0 25.3 P/T (%)

3 3.2 4.1 4.7 5.1 5.6 6.2 eg (%)

14.9 18.7 21.4 23.7 26.2 30.7 FWHM (keV)

21.7 21.8 22.1 22.1 22.6 22.8 P/T (%)

3.5 2.9 3.7 4.2 4.6 5.0 5.6 eg (%)

17.7 21.8 25.5 28.2 30.6 35.5 FWHM (keV)

19.6 19.8 20.1 20.2 20.3 20.6 P/T (%)

4 2.5 3.3 3.8 4.2 4.6 5.1 eg (%)

20.5 25.8 29.4 32.9 35.9 40.9 FWHM (keV)

17.2 18.0 18.2 18.3 18.8 19.0 P/T (%)

4.5 2.3 3.0 3.5 3.8 4.2 4.7 eg (%)

23.8 30.1 33.7 37.9 41.0 46.3 FWHM (keV)

15.7 16.4 16.5 16.7 17.2 17.6 P/T (%)

5 2.1 2.8 3.2 3.5 3.8 4.3 eg (%)

26.8 33.5 38.9 41.8 45.3 51.9 FWHM (keV)

14.4 15.0 15.3 15.5 15.7 16.2 P/T (%)
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multipolarity and electromagnetic character (see e.g. [47]). In
addition, the angular distribution of the prompt g-rays emitted
after the Coulomb excitation allows one to distinguish between
the electromagnetic and the nuclear contributions to the excited
states. Such studies were performed in the past at GSI using an
array of EUROBALL cluster detectors [48,41]. The high granularity
of AGATA in conjunction with the large angular range represents a
substantial advantage in order to study angular distributions in
detail. The broad angular coverage arises not only from the
number of germanium crystals available, but also from the
possibility to shift the secondary target downstream by 15 cm.
This is illustrated in Fig. 13, where the g-ray efficiency for
Eg,J ¼ 1 MeV emitted from a nucleus at b¼ 0:43 is displayed as
a function of the angle yg in intervals of Dyg ¼ 75J. Note that the
integral of the curves seen in Fig. 13 will return the matching
efficiency values presented in the tables and figures of the
preceding section.

Thus, in the AGATA configuration of 10 ATC and 5 ADC
detectors, angles between 151 and 901 can be covered with
angular efficiencies larger than 1% over Dy¼ 101. Note that at
relativistic beam energies (b� 0:43), the largest differences
between the electromagnetic and the nuclear interactions are
obtained at ygC251 and at ygC601. At these angles, the proposed
geometry allows one to achieve efficiencies of more than 2.5%
over an interval of Dyg ¼ 751.

The angular distribution of the first interaction reflects the
contribution in efficiency of both, the inner ring of ADC and the
outer ring of ATC detectors, even if they are not independent.
These two contributions are most visible in the ‘‘short’’ distance
configuration (d¼8.5 cm), where two maxima can be observed at
� 551 and at � 751 (see Fig. 13a). Comparing the angular
distribution of 10 Tþ5 D (Fig. 13a) against that of 5 Tþ5 D
(Fig. 13b), one can indeed observe a reduction in the efficiency
due to the lowering of the second maximum, i.e. the contribution
of the outer ring of only five ATC detectors.
7. Impact of passive materials

At the final stage of the GSI-FRS the main source of g-ray
background is due to the slowing-down of ions and light-charged
particles, flying through layers of materials such as the energy-
degrader, the secondary target, the tracking detectors and other
structural materials like the beam-pipe and holding structures.
Experimental g-ray spectra with such background measured with
RISING have been shown in the previous publications [41,49].
A description of this background at the lower beam-energies used
in decay-spectroscopy experiments is reported in Ref. [50]. In
order to suppress effectively the contribution of the bremsstrah-
lung’s radiation to this background, a lead layer was installed
around the EUROBALL cluster detectors in the RISING campaigns.
In a similar way, it might be convenient to put a lead shielding
around the reaction chamber to reduce the background in AGATA.
This is a possibility which will be investigated during the
commissioning of AGATA at GSI, because due to the complexity
of this background, simulations are unlikely to predict it accu-
rately enough. Nevertheless, the effect of such a lead layer with
different thicknesses around the target chamber to shield the
AGATA detectors can be simulated and is illustrated in Fig. 14,
which shows the result of a MC simulation for Eg,J ¼ 1 MeV
emitted at b¼ 0:43. Three configurations have been considered
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in the simulation, (i) 10 ATCþ5 ADC, (ii) 5 ATCþ5 ADC and (iii)
5 ADC detectors. Indeed, the impact of a lead layer, both in the
efficiency and in the P/T ratio, becomes larger for the ATCs than
for the ADCs, and also for the short target–array distance of
8.5 cm than for the nominal distance (see Fig. 14). This reflects the
energy shift due to the large Doppler effect at relativistic velo-
cities, which yields smaller energies (larger absorption) at the
larger angles subtended by the ATCs, when compared to the small
angles (larger energy) subtended by the ADCs. The resolution (not
shown in Fig. 14) remains practically unaffected.
Fig. 15. Effect of the lifetime and the energy loss across a 250 mg/cm2 thick

beryllium target. The velocity after the target has been taken for the Doppler

reconstruction. Simulation for target–array distance of 23.5 cm (a) and 8.5 cm (b).

The thin-solid line (labelled as b¼ 0:43) corresponds to an ideal target of

negligible thickness and prompt de-excitations ðt1=2 ¼ 0 psÞ. See text for details.
8. Interplay between target thickness and half-life of the
nuclear transition

The impact of the target characteristics and the excited state
lifetime on the shape of Doppler corrected g-ray spectra has been
thoroughly investigated in Ref. [51] for in-beam g-ray experi-
ments at relativistic energies using the RISING array. A similar
study for AGATA is presented in this section.

The convoluted effect of the excited state lifetime and the
energy loss across the target thickness is due to the fact that the
target is a passive element, and therefore, both the reaction-
product velocity and position at de-excitation time, in general,
remain unknown. In practice, only the measurement of the
reaction-product velocity after the target, bat , becomes feasible.
If the lifetime is sufficiently short, so that the average de-
excitation path is shorter than the target thickness, most of the
transitions still occur inside the target, where no kinematics
information is available, i.e. the velocity at de-excitation time b
is unknown and larger than the velocity measured after the target
bat with LYCCA (see Section 2). On the other hand, nuclei with
relatively long half-lives de-excite predominantly beyond the
secondary target, and the velocity at de-excitation time b coin-
cides with the velocity measured after the target bat . In the latter
case, the Doppler correction becomes precise in terms of velocity.
However, the position downstream along the beam axis z at de-
excitation time remains still unknown and the true g-ray emis-
sion angle yg is larger than the one commonly assumed, which
corresponds to de-excitations at the centre of the target. This
feature introduces an exponential tail towards low energy in the
Doppler corrected photopeak, which is larger the longer is the
lifetime. In general, the shape of the Doppler reconstructed
spectrum reflects the contribution of these two effects, whose
relative influence depends sensitively on the beam and target
characteristics, as well as on the precise value of the transition
lifetime. In order to illustrate this, a series of MC simulations have
been carried out, with an AGATA configuration consisting of 10
ATC and 5 ADC, with secondary targets of Au and Be, with
thicknesses of 250 and 500 mg/cm2 and target–array distances
of 8.5 and 23.5 cm. These are the most extreme scenarios in terms
of optimizing detection efficiency, resolution or reaction yield
(see Sections 2 and 3). For each case, transition half-lives between
0 ps and 100 ps have been simulated.

The physics case corresponds to a medium-heavy nucleus
(Z¼29, A¼75) impinging at a velocity of b¼ 0:43 in the second-
ary target, and undergoing a one-proton knockout reaction. The
spatial distribution along the beam direction z assumed for the
generation of the primary events in the simulation corresponds to
a constant excitation cross-section across the path of the nucleus
through the target. The event generator is the one described in
Ref. [51] with only minor updates to interface with the standard
AGATA-code [14]. A transition energy of Eg,J ¼ 1 MeV is assumed
in all cases.

8.1. Light secondary target

The Doppler corrected spectra for beryllium targets of 250 and
500 mg/cm2 are shown in Figs. 15 and 16, respectively. Also the
spectrum corresponding to an ideally thin target is shown in
those figures for comparison.



Fig. 16. Same as Fig. 15, but for a 500 mg/cm2 thick Be-target.

Table 6
Estimated g-ray energy resolution simulated for de-excitations from a reaction on

a beryllium target for several assumptions of the target thickness and the half-life

of the transition.

t1=2

(ps)

RESOLUTION FWHM [FWTM] (keV)

250 mg/cm2 500 mg/cm2

d¼23.5 cm d¼8.5 cm d¼23.5 cm d¼8.5 cm

0 17 [32] 17 [34] 37 [61] 23 [54]

1 16 [30] 16 [31] 35 [62] 20 [56]

10 8 [23] 15 [32] 8 [36] 14 [38]

50 13 [36] 25 [76] 12 [32] 24 [67]

100 17 [60] 41 [150] 16 [50] 34 [120]
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For the Doppler correction the (measurable) reaction-product
velocity after the target, bat , has been considered and the g-ray
emission angle in the laboratory system, yg, has been calculated
assuming a de-excitation position along the beam axis at z¼0 cm,
i.e., at the centre of the target.

The width of the photopeak reconstructed via MGT is reported
in Table 6. Note that in some cases the shape of the reconstructed
photopeak is rather asymmetric, and in those situations the value
of the FWHM is not very representative. Therefore, the value of the
full width at 10th maximum FWTM is also given in Table 6.

As previously mentioned, the main deviations from the ideal
target case arise from two experimental effects. On one hand, for
transitions where t1=2 is small the width of the reconstructed peak
is dominated by energy loss effects inside the target and the
corresponding uncertainty on b at de-excitation time. As shown
for the 500 mg/cm2 target in Fig. 16a, this effect is particularly
prominent for half-lives around t1=2t1 ps. The tail towards high
g-ray energy is due to the assumption b� bat . Actually, the fact
that b4bat introduces a shift in the value of the Doppler
reconstructed energy towards high energy (see Eq. (1)). On the
other hand, for transitions with large half-lives ðt1=2\50 psÞ the
width of the reconstructed peak is dominated by the uncertainty
on the de-excitation position z along the beam axis. Assuming a
de-excitation at z¼0 leads to an emission angle yg smaller than
the true angle downstream z40, an effect that goes in the
opposite direction than the aforementioned b� bat approxima-
tion, shifting the value of the reconstructed energy towards low
energy. One can quantify the strength of these two effects by
means of the ratio FWHM/FWTM. This quantity is displayed in Fig. 17
for all cases reported in Table 6. For an ideal Gaussian distribution
the ratio FWHM/FWTM is equal to 0.549. As it can be observed in
Fig. 17, Gaussian photopeak distributions are obtained mostly for
short half-lives of t1=2t1 ps, except for the thick beryllium target
at short target–array distances, where fwhm=fwtmt0:4. Thus, for
t1=2t1 ps rather symmetric peaks and resolutions of 16–17 keV
FWHM can be expected for measurements with the thin beryllium
target, and 20–23 keV FWHM for the thick target at the short
distance. The thick target at the large distance yields rather broad
distributions with fwhmZ35 keV. For t1=2Z10 ps the ratio FWHM/
FWTM becomes substantially smaller than 0.549, thus indicating
the existence of tails in the reconstructed photopeak distribution,
either towards higher or lower g-ray energies. Therefore, this set-
up is well suited for measuring half-lives of the order of few ps.
Interestingly, the small value for FWHM/FWTM at 10 ps for the thick
Be-target at the large distance reflects the prominent tail towards
high g-ray energy, which in combination with its small width of
8 keV FWHM (see Table 6) represents an ideal case for half-life
measurement (see Section 9).

A remarkable improvement in the width of the reconstructed
photopeak can be obtained if the value of the transition half-life is
known, particularly for transitions with short lifetimes. Indeed, in
these cases one can calculate the mean value for both, the
reaction-product velocity and the z-position at de-excitation time,
and use them for the Doppler correction. In order to illustrate this
we choose the example of the 500 mg/cm2 Be-target at 8.5 cm
(see Fig. 16b). Table 7 shows the mean values of b and z at de-
excitation time obtained from the MC-simulation.

As shown in Fig. 18, when instead of bat and z¼0, the mean
values of Table 7 are used for the Doppler correction, one obtains
rather symmetric distributions (at least for t1=2o50 ps), as well
as an improvement in the width of the Doppler corrected
photopeak (t20 keV FWHM for all transitions with t1=2o50 ps).
On the other hand, when the value of the half-life is unknown,
one can apply a multiple Doppler correction, assuming different
values for the lifetime, and implementing in each case the
corresponding mean position and velocity values. This might lead
to an improved Doppler corrected spectrum, as well as to an
estimate of the transition lifetime. More precise methods for the
measurement of the lifetime are reported in Section 9.



Table 7

Mean b and z values at de-excitation time for the

500 mg/cm2 thick Be-target.

t (ps) /bS /zS (mm)

0 0.401 0.0

1 0.397 0.2

10 0.380 1.8

50 0.371 8.8

100 0.369 17.5
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Fig. 18. Same as Fig. 16b, but assuming that the transition half-life is known,

which allows one to use the mean velocity /bS and the mean position /zS values

at de-excitation time for the Doppler correction of the spectrum.

Fig. 19. Same as Fig. 15, but for a gold target with a thickness of 250 mg/cm2.

Fig. 20. Same as Fig. 19, but for a gold target with a thickness of 500 mg/cm2.
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8.2. Heavy secondary target

For secondary samples made of gold, the intrinsic stopping
power is higher than for beryllium, but the distance which the
reaction product needs to travel in order to cross the sample is a
factor of 10 smaller. For gold targets one obtains the spectra
shown in Fig. 19 and in Fig. 20, for thicknesses of 250 mg/cm2 and
500 mg/cm2, respectively. The values for the energy resolution are
listed in Table 8. For half-lives between 1 ps and 10 ps, for both
target thicknesses most of the decays happen after traversing the
target, thus yielding in both cases a rather thin distribution,
which is only 1–4 keV broader than the ideally thin target case.
This applies for both target–array distances of 23.5 cm and
8.5 cm. For shorter ðt1=2o1 psÞ or larger ðt1=2410 psÞ half-lives,
the width of the reconstructed peak increases by a factor of two,
or more, owing to the aforementioned effects of larger uncertain-
ties on b and on z-position at de-excitation time, respectively.

The ratio between FWHM and FWTM is represented in Fig. 21 for
the gold target. All transitions with t1=2 � 10 ps, regardless of
target thickness and position, show both a rather Gaussian shape
with fwhm=fwhtm� 0:5 and a narrow width of 7–14 keV FWHM.
For t1=2 ¼ 1 ps the narrow width of 7 keV FWHM obtained for the
500 mg/cm2 Be-target at 23.5 cm in combination with the small
ratio fwhm=fwhtm� 0:2 indicates that this set-up is well suited
for measuring half-lives of � ps.

In summary, the attainable resolution at 1 MeV ranges
between 7 keV and \20 keV. The precise value depends sensi-
tively on the projectile kinematics and characteristics (its atomic
and mass numbers), target thickness and material, the target–
array distance and the lifetime of the expected nuclear transition.
In this respect, for the successful plan of in-flight experiments at
GSI-FRS, it becomes useful to perform dedicated MC simulations
in advance of the experimental work, which include all these
ingredients in a realistic way. This should allow one to optimize
the experimental set-up, and also select the secondary ion beam
and the kinematics, which are best suited for the aim of each
particular measurement.
9. Lifetime measurement

As described in Ref. [51], there are essentially two effects that
can be exploited in order to evaluate the effective transition
lifetime from the shape of the corresponding peak. The first one
makes use of the dependence of the emission point along the
beam axis z with the transition half-life. The second one uses the



Table 8
Estimated g-ray energy resolution simulated for de-excitations from a reaction on

a gold target for several assumptions of the target thickness and the half-life of the

transition.

t1=2 (ps) RESOLUTION FWHM [FWTM] (keV)

250 mg/cm2 500 mg/cm2

d¼23.5 cm d¼8.5 cm d¼23.5 cm d¼8.5 cm

0 19 [35] 18 [37] 42 [78] 28 [77]

1 8 [19] 12 [25] 7 [34] 12 [32]

10 8 [17] 14 [29] 7 [14] 13 [25]

50 12 [33] 27 [73] 10 [26] 21 [57]

100 17 [56] 42 [151] 14 [42] 34 [104]
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Fig. 22. Systematics of the peak centroid shift for a 250 mg/cm2 Be-target at

8.5 cm from the array (see text for details).

Fig. 23. Line shape reconstructed for the 250 mg/cm2 Be-target at 8.5 cm applying

an angular cut of 65711.
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500 mg/cm2 thick for an initial beam energy of 150 MeV/u.

C. Domingo-Pardo et al. / Nuclear Instruments and Methods in Physics Research A 694 (2012) 297–312 309
emission during the slow-down process. In this case, the asym-
metry of the reconstructed peak is larger at small angles.

The high position resolution, together with the possibility to
work at target–array distance of 8.5–23.5 cm, makes AGATA
particularly well suited for both methods.

9.1. Large lifetimes via centroid-shift at large angles

As described above in Section 8, this effect arises from the
dependence of the average distance from reaction to de-
excitation on the value of the lifetime. Whereas for short lifetimes
ðt1=2t1 psÞ the excited nucleus de-excites inside the target and,
in good approximation, the mean de-excitation position along the
beam axis corresponds to z� 0, for large lifetimes ð � 100 psÞ this
value is shifted towards higher distances z� cm, thus being the
real emission angle larger than the one obtained from the z¼0
assumption used for the Doppler reconstruction, and shifting the
centroid of the g-ray peak towards lower energy. Since the
velocity of the products at b� 0:4 is of the order of 0.1–0.2 mm/
ps, this effect is more evident for lifetime values of few tens to
hundreds of ps. The best angular range to exploit this effect
corresponds to angles, such that cosðygÞ ¼ b [51]. Thus, for the
typical relativistic beam velocities of GSI-FRS b¼ 0:43, yg � 651
and, as shown in Fig. 13, the optimal AGATA configurations for
covering such angles are those for target–array distances of 8.5–
13.5 cm. The peak centroid-shift effects e.g. for a 250 mg/cm2 Be
target at 8.5 cm become evident in the spectra shown in Fig. 15b.
The systematics of this shift with the half-life are shown in
Fig. 22, which demonstrates that half-lives in the range of 10–
100 ps can be derived via this method.

The shape of these spectra (Fig. 15b) is dominated by the
centroid-shift ðz40Þ effect because of the subtended angle and
the range of half-lives. However, a component towards high
energy is still noticeable for short half-lives t1=2t1 ps. The high
angular resolution of AGATA can be utilized here in order to
disentangle the z40 effect of interest (which shifts the peak
centroid towards lower values) from the effect of de-excitation
during deceleration (which shifts the peak centroid towards
higher values). This is achieved by applying an angular cut at
641oygo661, resulting in the distributions shown in Fig. 23,
which are fully dominated by the z40 effect.



C. Domingo-Pardo et al. / Nuclear Instruments and Methods in Physics Research A 694 (2012) 297–312310
9.2. Small lifetimes via doppler shift attenuation method

For lifetimes of few ps the Doppler-reconstructed photopeak
typically shows two components. One of them is centred at the
proper energy Eg,J, and arises from de-excitations happening
shortly after the target, where the velocity remains constant and
can be measured. The second contribution extends towards
Fig. 25. Doppler reconstructed spectra for several angular slices. Half-lives

between 0.25 and 1.5 ps have been simulated. See text for details.
Eg4Eg,J, and is due to de-excitations inside the target, where
b4bat . This tail towards high energy becomes more prominent at
small angles (see Eq. (1)). Indeed, at small angles yg the shape of
the Doppler corrected spectrum reflects the pattern of the
velocity distribution at de-excitation time. This effect is illu-
strated in Fig. 24 for the example described in Section 8, now
assuming half-life values between 0.25 ps and 1.5 ps, a gold target
of 500 mg/cm2 and a secondary beam energy of 150 MeV/u. The
signature of the lifetime in the value of b at the moment of de-
excitation is further reflected in the Doppler reconstructed spec-
tra, as it can be appreciated in Fig. 25. The latter shows the
photopeak distributions for several angular slices ðDyg ¼ 41Þ at
forward angles between 221 and 421.

Thus, the fine angular resolution of AGATA allows one to
measure accurately the angular evolution of the Doppler cor-
rected photopeak. By comparing the systematics of this trend
versus detailed MC-simulations one can determine the lifetime
value for rather fast nuclear transitions, between approximately
200 fs and 2 ps.
10. Summary and conclusions

The R&D and the final conceptual design of AGATA for experi-
ments at GSI-FRS has been presented. The solution proposed
requires the development of AGATA double cluster detectors, thus
aiming at a full optimization of the tracking array for in-beam
g-ray spectroscopy experiments at this facility. A systematic
study based on Monte Carlo simulations is reported, which
comprises several parameters such as the target–array distance,
number of detectors available, energy of the g-ray transition and
influence of passive elements. Thus, for relativistic beams with
b¼ 0:43, using an AGATA configuration of 5 double- and 5 triple-
cluster detectors, photopeak efficiencies between 6% and 11% can
be obtained for Eg,J ¼ 1 MeV (energy at rest), and target–array
distances of 23.5 cm and 8.5 cm, respectively. These values
become 11% and 17%, respectively, when five additional triple
cluster detectors are added. The energy resolution attainable in
Doppler corrected spectra depends on the particular experiment
details and it seems to be, in most cases, dominated by energy
loss effects in the secondary target and by the half-life of the
expected transition. In this respect, it is recommended to carry
out dedicated simulations in order to obtain realistic values for
each particular experiment. As follow-up of a previous publica-
tion [51], the application of lineshape effects measurable with
AGATA for the determination of transition half-lives has been
investigated. Using the AGATA response at large angles y� 651,
and at short angles y� 202301, our simulation shows that it is
possible to determine the value of half-lives of 10–100 ps, and
0.1–1 ps, respectively.
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Podolyák, B. Quintana, A. Gadea, The AGATA Collaboration, Nuclear Instru-
ments and Methods in Physics Research A 621 (September) (2010) 331.

[15] The Agata, Prisma Collaborations, E. Ince, M.N. Erduran, E. Farnea, A. Latina,
G. Pollarolo, The AGATA and PRISMA Collaborations, Nuclear Instruments and
Methods in Physics Research A 622 (October) (2010) 107.

[16] A. Al-Adili, Simulations of Doppler Effects in Nuclear Reactions for AGATA
Commissioning Experiments. ArXiv e-prints, September 2009.

[17] P. Reiter, B. Bruyneel, J. Eberth, H. Hess, G. Pascovici, N. Warr, A. Wiens, H.-G.
Thomas, The new position sensitive triple cluster detector For AGATA, in: J.
Jolie, A. Zilges, N. Warr, A. Blazhev (Eds.), American Institute of Physics
Conference Series, American Institute of Physics Conference Series, vol. 1090,
January 2009, pp. 97–101.

[18] L. Nelson, M.R. Dimmock, A.J. Boston, H.C. Boston, J.R. Cresswell, P.J. Nolan,
I. Lazarus, J. Simpson, P. Medina, C. Santos, C. Parisel, Nuclear Instruments
and Methods in Physics Research A 573 (April) (2007) 153.

[19] H.C. Boston, J.R. Cresswell, M.R. Dimmock, L. Nelson, P.J. Nolan, S. Rigby,
I. Lazarus, J. Simpson, P. Medina, C. Santos, C. Parisel, The AGATA Collabora-
tion, Nuclear Instruments and Methods in Physics Research B 261 (August)
(2007) 1098.

[20] A.J. Boston, M.R. Dimmock, C. Unsworth, H.C. Boston, R.J. Cooper, A.N. Grint,
L.J. Harkness, I.H. Lazarus, M. Jones, P.J. Nolan, D.C. Oxley, J. Simpson, M. Slee,
Performance of an AGATA asymmetric detector, in: I. Boztosun, A.B. Balante-
kin (Eds.), American Institute of Physics Conference Series, vol. 1072,
November 2008, pp. 130–135.

[21] C. Unsworth, A.J. Boston, H.C. Boston, S. Colosimo, J. Cresswell, M.R. Dim-
mock, F. Filmer, D. Judson, S. Moon, P.J. Nolan, M.J. Norman, M. Slee,
Characterisation of an asymmetric AGATA detector, in: Society of Photo-
Optical Instrumentation Engineers (SPIE) Conference Series, vol. 7449,
August 2009.

[22] M.R. Dimmock, A.J. Boston, J.R. Cresswell, I. Lazarus, P. Medina, P. Nolan,
C. Parisel, C. Santos, J. Simpson, C. Unsworth, IEEE Transactions on Nuclear
Science 56 (August) (2009) 2415.

[23] M.R. Dimmock, A.J. Boston, H.C. Boston, J.R. Cresswell, L. Nelson, P.J. Nolan,
C. Unsworth, I.H. Lazarus, J. Simpson, IEEE Transactions on Nuclear Science
NS-56 (June) (2009) 1593.

[24] The Agata Collaboration, A.J. Boston, M.R. Dimmock, C. Unsworth, H.C.
Boston, R.J. Cooper, A.N. Grint, L.J. Harkness, I.H. Lazarus, M. Jones, P.J. Nolan,
D.C. Oxley, J. Simpson, M. Slee, The AGATA Collaboration, Nuclear Instru-
ments and Methods in Physics Research A, 604 (June) (2009) 48.

[25] A.J. Boston, M.R. Dimmock, C. Unsworth, H.C. Boston, R.J. Cooper, A.N. Grint,
L.J. Harkness, I.H. Lazarus, M. Jones, P.J. Nolan, D.C. Oxley, J. Simpson, M. Slee,
Status and performance of an AGATA asymmetric detector, in: D. Dashdorj, U.
Agvaanluvsan, G.E. Mitchell (Eds.), American Institute of Physics Conference
Series, vol. 1109, March 2009, pp. 38–43.

[26] M. Bellato, L. Berti, D. Bortolato, P.J. Coleman-Smith, P. Edelbruck, X. Grave,
R. Isocrate, I. Lazarus, D. Linget, P. Medina, C. Oziol, G. Rampazzo, C. Santos,
B. Travers, A. Triossi, IEEE Transactions on Nuclear Science NS55 (2008) 91.

[27] F. Zocca, A. Pullia, D. Bazzacco, G. Pascovici, IEEE Transactions on Nuclear
Science NS-56 (August) (2009) 2384.

[28] F. Recchia, D. Bazzacco, E. Farnea, A. Gadea, R. Venturelli, T. Beck,
P. Bednarczyk, A. Buerger, A. Dewald, M. Dimmock, G. Duchêne, J. Eberth,
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